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Abstract

Underwater Acoustic Propagation in the Philippine Sea: Intensity Fluctuations
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Chair of the Supervisory Committee:
Professor James A. Mercer

Department of Earth and Space Sciences

In the spring of 2009, broadband transmissions from a ship-suspended source with a

284Hz center frequency were received on a moored and navigated vertical array of

hydrophones over a range of 107 km in the Philippine Sea. During a 60-hour period

over 19 000 transmissions were carried out. The observed wavefront arrival structure

reveals four distinct purely refracted acoustic paths: one with a single upper turning

point near 80m depth, two with a pair of upper turning points at a depth of roughly

300m, and one with three upper turning points at 420m. Individual path intensity,

defined as the absolute square of the center frequency Fourier component for that ar-

rival, was estimated over the 60-hour duration and used to compute scintillation index

and log-intensity variance. Monte Carlo parabolic equation simulations using internal-

wave induced sound speed perturbations obeying the Garrett-Munk internal-wave en-

ergy spectrum were in agreement with measured data for the three deeper-turning

paths but differed by as much as a factor of four for the near surface-interacting path.

Estimates of the power spectral density and temporal autocorrelation function of in-

tensity were attempted, but were complicated by gaps in the measured time-series.

Deep fades in intensity were observed in the near surface-interacting path. Hypoth-

esized causes for the deep fades were examined through further acoustic propagation

modeling and analysis of various available oceanographic measurements.
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INTRODUCTION
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Inhomogeneity of sound speed in the ocean medium is caused by variations in

temperature, salinity, and pressure over a broad range of temporal and spatial scales.

The variability in sound speed at a given location is generally small: only a few per-

cent of the average value (Garrison, 2005). Sound speed in seawater increases with

temperature, pressure, and salinity, and is more strongly a function of temperature

and pressure than of salinity (Pickard and Emery, 1990). At mid-latitudes, the tem-

perature decrease with depth is rapid near the surface, overwhelming the effect on

the sound speed of approximately linearly-increasing pressure; at depths greater than

about a kilometer, the temperature decrease is more gradual and the pressure effect

dominates. The combination of these effects is responsible for the minimum in sound

speed at around a kilometer in depth that is typical at mid-latitudes (Munk et al.,

1995).

Dynamical variability in the ocean is ultimately a result of the influence of the

sun, the earth, and the moon, and of the earth’s rotation (Garrison, 2005). The

sun provides energy inputs to the ocean through its gravitational effect and through

heating the atmosphere and ocean by radiative flux. The moon’s input is solely

through the gravitational effect, and through the resulting tides. The rotation of

Earth and differential heating from the sun are responsible for the circulation of the

ocean. The atmosphere is heated more at the equator and mid-latitudes than at the

poles (Apel, 1987), causing pressure differences and thus wind to blow across the

ocean’s surface. The associated wind stress probably accounts for most of the surface

currents (Pond and Pickard, 1983); the rotation of the earth causes the water to

flow in a direction slightly different to that of the wind. These wind-driven currents

also interact with the land masses, resulting in gyre-scale circulations. Mesoscale

motions dominate the ocean’s circulation (Morrow and Le Traon, 2006). The energy

input driving mesoscale motions is thought to be mostly derived from mean flow
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instabilities (Stammer and Wunsch, 1999). Tides are motions of the water driven by

gravitational forces; the resulting flow of water over bathymetric features displaces

surfaces of constant density (isopycnals), which rebound, converting some of this tidal

energy to internal tides (Egbert and Ray, 2000). Low-pressure areas from storms can

excite motions on inertial timescales (e.g. Alford (2003)). Conversion of energy from

tides, internal tides, inertial motions, and wind- or storm-driven currents contribute

to the generation of internal waves—and although internal waves can obviously have

local sources, in the context of this thesis they are modeled as a diffuse “background”

of internal motions that pervade most of the world’s oceans.

Some other types of variability in the ocean include regional differences in water

properties and seasonal changes. Regional differences result in fronts when two water

masses come into contact, or in changes in water properties at a given location when

coherent mesoscale structures trap and transport parcels of distinct water masses

past that location. Seasonal changes include, for example, heating or cooling of the

upper few hundred meters of the ocean or increased evaporation or precipitation,

causing the character of profiles of water properties to change, or for mixed layers up

to hundreds of meters deep to form near the surface (Sutton et al., 1997). Another

example of seasonal changes near polar regions is the presence or absence of sea-ice.

Seasonal changes can have profound effects on acoustic propagation (Sutton et al.,

1993): creating or eliminating acoustic paths, changing boundary conditions, and

moving the positions of shadow (places or times that sound energy doesn’t reach)

and convergence (places that acoustic paths come together) zones.

Among fields of study that involve sound in the ocean, there exist two that are

intimately related, but have quite different aims: acoustical oceanography and ocean

acoustics. Acoustical oceanography aims to infer about the properties or processes of

the ocean by using sound as a tool. An example of this is ocean acoustic tomography
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(Munk et al., 1995), in which the travel time of sound following particular paths is

inverted for the water’s temperature or current velocities, e.g. Howe et al. (1987).

Some more examples that fall under the guise of using sound as a tool (though not

specifically under acoustical oceanography) in the ocean are the use of hydrophones

to remotely detect and monitor rainfall at sea (Nystuen, 2001), monitoring marine-

terminating glaciers (Pettit et al., 2012), and detection, tracking, and monitoring

of marine mammals. The aim of ocean acoustics is to understand how the ocean’s

properties and processes affect the propagation of sound. As sound waves propagate

through the water, fluctuations in their phase and intensity are induced by variability

in the properties of the water and its motions. An understanding of the causes and

nature of these fluctuations is at least helpful, if not essential, in all of the applications

listed above, as well as for detection and tracking of man-made sources of sound, such

as surface ships and submarines, for military or defense purposes. This thesis falls

under the category of ocean acoustics.

The effects on the propagation of acoustic waves of the various ocean processes

become important in different circumstances, due to the processes’ ranges of temporal

and spatial scales. The tides and internal tides have timescales as long as a month, as

well as the diurnal, semidiurnal, and harmonic timescales (Zhao et al., 2012). Inter-

nal waves have frequencies from the inertial to the buoyancy frequency; the inertial

frequency depends on latitude and the buoyancy frequency depends on the stratifica-

tion. The inertial period is on the order of tens of hours and the buoyancy frequency

is on the order of tens of minutes. Mesoscale has spatial scales of roughly 100 km and

timescales of about 100 d—though maximum propagation speeds are typically only

about 3 kmd−1 (Fu et al., 2010). The speed of sound in the ocean is approximately

1.5 km s−1 (Apel, 1987); the medium is thus essentially “frozen” as the acoustic waves

pass through it. There are processes with faster timescales, such as molecular relax-
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ation, that effectively cause attenuation of acoustic waves (Urick, 1975). Also a factor

is whether a given acoustic path is purely-refracting (i.e. one that does not reflect from

the surface or bottom), or surface- and/or bottom-reflecting. Surface-reflecting paths

are affected variously, depending on acoustic frequency (wavelength), grazing angle,

and surface roughness. The ocean’s surface is perturbed by waves from small-scale

capillary waves (wavelengths less than about 2 cm) up to the tides (a maximum scale

of half the earth’s circumference). Wind speed is the most important factor in deter-

mining the surface roughness and the prevalence and characteristics of near-surface

bubble clouds. Surface roughness and bubble clouds cause scattering, refraction, and

absorption of sound (Ainslie, 2010).

This thesis deals with low-frequency acoustic waves (frequencies less than 1 kHz)

following wholly-refracted paths, and paths possibly grazing the surface at a maximum

angle of only one, or a few degrees in the average smoothed sound-speed profile that

was measured during the experiment. The duration and sampling rate (for pulsed

signals, think of this as the frequency with which the acoustic waves interrogate the

medium) of a hypothetical experiment, in addition to the range between source and

receiver, will determine the processes that are important for the acoustic propagation.

In the experiment discussed in this thesis, path lengths are about 100 km, sampling

was every 7.2 s, and the duration was about 60 h. The mesoscales won’t be expected

to change much over this duration, but may be important in determining the gross

sound-speed structure over the propagation range. Internal-tide timescales of diurnal

length and shorter must be considered; these cause perturbations to the sound-speed

structure on scales of up to around a couple hundred km horizontally (Zhao et al.,

2012), and down to about 10m wavelengths in the vertical (these are also the scales

of internal waves: internal tides are actually internal waves). Internal waves are

expected to provide most of the acoustic intensity fluctuations in this context.
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Refraction in the horizontal directions is an important consideration in some prob-

lems in ocean acoustics, e.g. those involving ranges of megameters or propagation

through mesoscale eddies, or any situation with sufficiently strong horizontal sound-

speed gradients (Mercer and Booker, 1983). For the purposes of this introduction, it

will suffice to consider only refraction in the vertical. If the sound speed is assumed

to be homogeneous in the horizontal (or range) direction, it is referred to as “range-

independent”. Although a range-independent assumption is almost never thought to

capture all of the features of the sound-speed field, it greatly simplifies many calcula-

tions and if appropriately chosen, is an excellent starting point for developing insight

into the propagation of acoustic signals in a given region.

The shape of the typical mid-latitude vertical sound speed profile causes sound

that is radiated at small angles to the horizontal to refract away from the shallow and

deep parts of the ocean in a cyclical pattern (Munk et al., 1995). For a sound source

that radiates omni-directionally, sound leaving that source at different angles to the

horizontal propagates along distinct paths. A hydrophone located at a given depth

and range may receive the radiated sound along multiple paths, at multiple times. In

general, sound traveling along the different paths takes a different amount of time to

traverse that path from source to receiver. This fact was discovered with the 1940’s

depth-charge experiments of Ewing and Worzel (1948). Low-frequency acoustic waves

may travel through the ocean over large distances without suffering a large reduction

in intensity: for example, sound from 200- and 300-pound charges deployed near

Perth, Australia were detected on a hydrophone in Bermuda during an experiment

in 1960 (Bryan et al., 1963). Depth-dependence of the arrival pattern was observed

experimentally with the SLICE89 experiment (Duda et al., 1992), among others. An

example prediction of paths for a sound source at the sound speed minimum (here

at 1 km depth) is shown in figure 1.1. (Note that throughout this thesis the generic
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terms “source” and “receiver” will refer to the idealized “acoustic transmitter” and

“hydrophone” used in real-world experiments.)

The travel time and intensity of arrivals (as a couple of example observables of

the acoustic field) along the different paths are to some extent predictable; a vertical

sound speed profile obtained from a historical climatological database may be used as

a deterministic input to an acoustic propagation model to get an idea of the arrival

pattern to be expected for a given experimental location and source/receiver geometry.

See figure 1.2 for an example of a predicted temporal arrival pattern at a vertical

array of receivers. The extent to which the acoustic field is not predictable in a

deterministic sense, very generally, is the topic of this thesis, and may be classified as

wave propagation in random media. The practical inability to know the exact sound-

speed field at all places and times (at least insomuch as the propagation is affected)

is the reason that the problem is treated as being a stochastic one. The challenge

goes from, “How can one, with the available equipment, measure the sound-speed

field everywhere necessary throughout the duration of the experiment, and thereby

predict in a deterministic sense, the acoustic field?”, and instead becomes, “What can

one predict about the statistics of the acoustic field, given limited information about

the sound-speed field?”.

The predictions in figures 1.1 and 1.2 were made using ray theory, which has an

infinite-frequency approximation (Jensen, 1994). In this approximation, there is no

prediction of the acoustic field near a ray, but only on the ray. There are ways to

calculate the field near rays, but the speed of modern computers often allows use of

more computationally-intensive full-wave methods, which calculate the acoustic field

everywhere in the medium. Without a diffractive correction, ray theory would predict

that there is a fifth arrival at the receiver at 2100m depth in the example in figure

1.2—but not at 2300m depth. A full-wave calculation would predict an arrival at
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Figure 1.1: The left-hand plot in the figure shows an example sound speed profile
from the Philippine Sea. The right-hand plot shows the predicted paths that sound
leaving a source that is located at 1000m depth would take for angles to the horizontal
between ±15°. Notice that the vertical axis is greatly exaggerated; the units in the
vertical are the same as for the sound speed profile at left, m, while the horizontal units
are km. Paths for sound leaving the source at positive (negative) grazing angles are
plotted as solid (dashed) curves for clarity of presentation. The vertical line at 107 km
represents the range from the source of an example vertical array of hydrophones. It
is apparent that at a given range, particular paths will intersect the vertical array
at particular depths. Paths which touch the ocean surface or bottom (about 5500m
depth) are omitted—and only a few paths between ±15° are shown for clarity. The
nomenclature used to indicate acoustic paths throughout this thesis combines the
direction +/−, above/below the horizontal, that the energy left the source, followed
by the number of upper and lower turns before reaching the receiving array. As an
example, the steepest downward-going path (solid curve) would be identified as ID-3
in the series of arrivals at a receiver at 2300m depth.
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Figure 1.2: Shown here is a prediction of the pattern in time and depth (also known
as a “timefront”) at the range of the receiving array shown in figure 1.1, of acoustic
arrivals along the paths that are also shown (with identical line-styles) in that figure.
The horizontal black line represents a hypothetical receiver at 2300m depth. If the
source transmits a continuous signal, acoustic energy will arrive continuously at this
receiver along four paths. If instead the source is impulsive, the energy will arrive at
the times when branches of the timefront intersect the black line. The first arrival
(with this geometry and profile) will be of steeper, downward-from-the-source energy,
followed by upward-from-the-source energy, and finally by two more closely-spaced-
in-time arrivals that left the source downward. The identifying labels for these paths
are ID-3, ID+4, ID-4, and ID-5, respectively. Notice that a receiver at 2100m depth
would have one additional arrival (labeled ’A’) that is not predicted to be received at
2300m depth.



2300m depth, but may predict it to be of such low intensity as to not be detectable.

In this case, if a fifth arrival were to be detectable experimentally at 2300m depth, it

would be labeled a “shadow-zone arrival” (Dushaw, 1999). Shadow-zone arrivals have

been detected on Navy SOSUS hydrophones and on vertical arrays of hydrophones in

several experiments (Uffelen et al., 2009).

The concepts that are necessary to understand shadow-zone arrivals have been

introduced above in the context of a ray model, since it provides an easy-to-visualize

framework for propagation. An alternative picture may be drawn in the context of

normal-mode theory (Porter and Reiss, 1984), in which the solution to the (Helmholtz,

or single-frequency) wave equation is assumed to be separable, and to be a product

of vertical and horizontal functions. The vertical solutions are normal modes, with

a different set of modes for each acoustic frequency under consideration. The mode

number gives the number of local maxima in depth and each mode has a different

phase speed. Any particular portion in time of the timefront may be expressed as a

sum over a subset of these modes. Deep shadow-zone arrivals would then be caused

by scattering into higher modes (which have significant amplitude at very shallow and

very deep depths) than those modes making up that part of the timefront.

Van Uffelen (2009) found that full-wave simulations of acoustic propagation through

an ocean model consisting of a smooth sound-speed profile perturbed by internal-wave

displacements of the sound-speed field predicted the penetration of energy into the

shadow-zone for 500 km and 1000 km paths. It is not well-known at what ranges,

and to what extent, penetration of acoustic energy into geometric shadow zones (Uf-

felen et al., 2010) should be expected for a given experimental geometry; e.g. is the

effect cumulative? Most of the contribution to acoustic scattering is thought to oc-

cur at upper-turning-points (UTP) (Flatté et al., 1979), where the path is horizontal

and therefore high correlations in the lateral inhomogeneity of sound speed (which
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is greatest in the upper ocean) align with the direction of propagation, maximizing

their effect. It is also unknown how intensity fluctuations develop with the number

of turning points or depend on turning-point depth. At long range, acoustic paths

pass through the upper ocean many times before reaching a receiving hydrophone;

the physical mechanisms responsible for particular features of acoustic intensity fluc-

tuations may be obscured by multiple scattering events.

Well-separated acoustic paths; e.g. paths that are coincident in the azimuthal

direction, but with UTP at ranges further apart than a correlation length would not,

in the ray-based understanding, “touch” the same internal-wave induced sound-speed

perturbations—and therefore their fluctuations should not be correlated. Relating to

this idea, there have been advances in the theoretical understanding: for example, it

has been suggested that there exist “regions of influence” that describe where sound

speed fluctuations will have an effect on acoustic energy following particular paths

from source to receiver, e.g. travel-time sensitivity kernels (TSK) (Skarsoulis and

Cornuelle, 2004) and differential regions of influence (DRI) (Spiesberger, 2006). In

what is perhaps a confirmation of these ideas, Spiesberger (2011) observed correlation

in acoustic phase between arrivals following different paths to the receiver over a

3709 km path.

Another observation of unexpected correlation was mentioned in Andrew et al.

(2005), in which it was noted that intensity records that sampled every 4 h for a period

of 24 h once every 4 d for paths of several megameters failed tests for randomness,

unless the records were sub-sampled so as to insure an inter-sample spacing of 8 h or

more. A long-time correlation pattern was suspected but not directly observable given

the original gappy sampling protocol in that particular experiment. The intensity

record for one of the acoustic paths in the experiment discussed in this thesis shows

obvious temporal correlations over several hours, while the other paths do not.
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The Applied Physics Laboratory of the University of Washington (APL-UW) con-

ducted a pilot study/engineering test in the Philippine Sea during April and May of

2009 (PhilSea09), in preparation for a full experiment to be conducted the following

year. The full experiment was to include a test of the application of ocean acoustic

tomography to the Philippine Sea (Worcester et al., 2012). The purpose of both of

the APL-UW efforts was to study scattering of acoustic signals in the Philippine Sea.

The 107 km-range was chosen in 2009 so that acoustic paths with one or a few UTP

could be studied. This data set provides measurements of acoustic paths that pass

through the upper ocean once, twice, or three times. The same phase correlations

seen in the 3709 km path should appear in these measurements, if the ideas about “re-

gions of influence” are correct. It is unknown whether similar correlations in intensity

between paths are to be expected.

Until recently, most of the low-frequency (< 1 kHz), long-range (> 500 km) acous-

tic propagation experiments have been conducted in the Central and Eastern Pacific

Ocean. In comparison to the Philippine Sea, these previously studied parts of the

Pacific are more oceanographically benign. One reason for choosing a benign region,

in the case of some of these scattering experiments, is that they have been conducted

jointly with tomographic experiments—and there are regimes in which it is suspected

that some of the assumptions made in tomographic inversion become invalid e.g. Mer-

cer and Booker (1983). Acoustic frequency (along with geometry) should determine,

in general, the relative importance of spatial scales that influence acoustic fluctua-

tions, thus potentially emphasizing different sources of sound-speed variability in the

ocean. It follows that the character of the local oceanography may be an important

consideration in understanding acoustic fluctuations.

Mesoscale variability in the Philippine Sea is much higher than in the Central

and Eastern Pacific Ocean, as evident from plots of the variance of sea-surface height
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(SSH) (Kobashi and Kawamura, 2001). Maps of SSH measurements obtained by

satellite altimetry are available from the AVISO database (Aviso and support from

Cnes, 2012) every 7 days. Figure 1.3 shows the SSH anomaly on April 29, 2009 (year-

day 119) in the region of the experiment. More evidence of mesoscale eddies, and

their effect on the sound-speed profile will be examined and presented in chapter 4.

Alford et al. (2011) measured baroclinic energy, energy fluxes, and turbulent dissipa-

tion in the Luzon Strait, and found these quantities to be “among the strongest ever

measured”; PhilSea09 was conducted approximately 510 km to the East of the Luzon

Strait. The effects of these internal tides on the sound-speed profile and currents is

evident in measurements that are presented in chapters 2 and 4.

The main purpose of the work presented here is not specifically to address the

unknowns presented above, but rather to answer the following question: Will Monte-

Carlo simulations involving only diffuse internal waves predict acoustic intensity fluc-

tuations in the oceanographically energetic Philippine Sea? This thesis is organized

into three chapters plus this introduction: the first chapter is a paper that was ac-

cepted by the Journal of the Acoustical Society of America, re-formatted for inclusion

in this thesis; the second chapter consists of work intended for a second paper; and

the third chapter explores several hypotheses for long-timescale deep fades in inten-

sity that were observed in one of the acoustic paths of the PhilSea09 experiment.

Each chapter contains a more focused introduction that is appropriate for the work

discussed therein.

The Garrett-Munk (GM) spectrum (Munk, 1981) is an empirically-derived model

for the diffuse internal waves. A simulator that produces realizations of range-depth

(2D) snapshots of internal-wave vertical displacements (Henyey and Reynolds, 2013)

is used in full-wave Monte Carlo propagation studies presented in this thesis. In

chapter 2, 226 independent realizations of internal-wave vertical displacements are
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used to perturb a range-independent sound-speed profile; broadband propagation of

the acoustic field from a point-source through each of these 2D snapshots of perturbed

sound-speed to 107 km range is computed. From the resulting timefronts, predictions

of the time-independent statistics of acoustic intensity are made and compared with

measurements from experiment. In chapter 3, an internal-wave displacement field is

evolved in time at regular intervals. Propagation is calculated at each time-interval,

yielding a time-evolving acoustic field from which time-series of intensity are created.

Time-series of measured acoustic intensity are shown and compared qualitatively to

the simulated time-series. Predictions of time-dependent measures of the acoustic

intensity fluctuations, such as the power spectral density and temporal correlation

function, are computed (the actual predictions are presented in appendix D). In

chapter 4, environmental measurements that were taken during PhilSea09, along with

environmental measurements from following years, and satellite measurements of SSH

are explored in detail. Acoustic modeling involving an ocean with a surface mixed-

layer using normal modes is discussed in relation to the observed deep fades. Finally,

a simple plane-wave model of the local internal-tides is constructed and used to study

horizontal and temporal correlations in internal-tide vertical displacements in the

context of the experiment. Conclusions and a suggested direction for future work are

given in chapter 5. A description of the internal-wave simulator used in this work

appears in appendix C.
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1.1 Preliminaries: Signals

1.1.1 Description of an m-sequence

Due to the importance and uniqueness of the actual acoustic signal that was used

in the PhilSea09 pilot study/engineering test, a description is provided here. Details

about how this signal is processed in order to realize the desired gain in signal to noise

ratio (SNR) are provided in appendix A. A study of how Doppler effects caused by

source or receiver motion can affect the achieved gain are presented in appendix B.

In performing an ocean acoustics experiment, we would prefer that the signal at

the receiver be at a level at least 10 dB above the ambient noise in the frequency

band of the transmitted signal. The attenuation coefficient for low-frequency sound

propagating through seawater is small—about 0.008 dB km−1 at 284Hz (estimated

from a plot in Urick (1975)). This amounts to less than a decibel at 107 km. Spreading

loss must also be taken into account, however, and one method to decrease the required

source level is to increase the length (and therefore the energy) of the transmitted

signal.

A continuous periodic signal called an “m-sequence”, or Maximal Length Sequence

(Birdsall and Metzger, 1986; Birdsall, 1995), was used for acoustic transmissions dur-

ing PhilSea09. The term “m-sequence” will be used somewhat loosely here; the term

will refer to a discrete digital sequence, but is also used to refer to the transmitted

continuous analog signal that the sequence modulates. The discrete m-sequence is

essentially a pseudo-random series of 1’s and 0’s. The series of 1’s and 0’s modulate

the phase of a sine wave carrier signal of frequency f0. At each transition from 1

to 0 or vice versa, the phase of the signal shifts forward or backward by the angle

φ0 = arctan
√
L, where L is the number of bits in the sequence. This is known as

binary phase-shift keying, or BPSK.
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The m-sequence (continuous form) that was used is uniquely described by a few

parameters: the law, the number of bits, and the number of carrier cycles per digit.

The law is the set of starting values of the linear-feedback shift registers that are used

to construct the discrete sequence; the product of the number of cycles per digit and

the number of bits (digits) in the m-sequence gives the duration of the sequence in

cycles. The number of cycles per digit effectively maps the discrete digital sequence

onto the continuous analog signal.

The signal for PhilSea09 consisted of 2046 cycles (1023 bits at 2 cycles per bit)

of a f0 = 284.166 666Hz carrier. This specific frequency was chosen in an attempt

to maximize the output power of the transmitter while still maintaining an integral

number of m-sequences per hour. Compression of this signal may be thought of

as a replica-correlation that folds the energy of a single m-sequence into a bit of

duration 7.7ms (the reciprocal of the 130Hz-bandwidth of the transmitted signal

used in PhilSea09). This should result in a gain of 10 log10(1023) ≈ 30 dB in SNR.
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INTENSITY FLUCTUATIONS
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Chapter 2

TIME-INDEPENDENT MEASURES
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2.1 Introduction

Most of the contribution to acoustic scattering is thought to occur at upper-turning-

points (UTP) (Flatté et al., 1979), where the path is horizontal and therefore high

correlations in the lateral inhomogeneity of sound speed (which is greatest in the upper

ocean) align with the direction of propagation, maximizing their effect. However, it

is unknown how intensity fluctuations develop with the number of turning points

or depend on turning-point depth. Also unknown is at what ranges, and to what

extent, penetration of acoustic energy into geometric shadow zones (“shadow-zone

arrivals” (Dushaw, 1999; Van Uffelen, 2009; Uffelen et al., 2010)) should be expected

for a given experimental geometry; e.g. is the effect cumulative? Acoustic frequency

should determine, in general, the relative importance of spatial scales that influence

intensity fluctuations, thus potentially emphasizing different sources of sound-speed

variability in the ocean. Whether all of these answers depend on the character of

the local oceanography may also be an important consideration. At long range,

acoustic paths pass through the upper ocean many times before reaching a receiving

hydrophone; the physical mechanisms responsible for particular features of acoustic

intensity fluctuations may be obscured by multiple scattering events.

A common measure of acoustic scattering is the fluctuation of intensity. Inten-

sity fluctuations have been measured in many previous short-range experiments, e.g.

Ewart (1976); Worcester (1979); Ewart and Reynolds (1984); Reynolds et al. (1985),

though most short-range experiments involved transmission of frequencies in the kHz

range. An exception was the ATOC Engineering Test (AET), described in Worces-

ter et al. (1999). AET was one of only two short-range (< 500 km) low-frequency

(< 1 kHz) scattering experiments that have been conducted to date (the other be-

ing some of the stations in the Long-range Ocean Acoustic Propagation EXperiment

(LOAPEX) (Mercer et al., 2009)). One portion of AET involved transmissions at an
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acoustic frequency of 75Hz over 87 km paths in the Eastern North Pacific Ocean with

only one or two UTP. In an analysis of the AET measurements, the scintillation index

was reported to be an order of magnitude larger for the path with two UTP than for

a path that had only one (Colosi et al., 2009).

In May of 2009, a pilot study/engineering test (PhilSea09) was conducted in the

Philippine Sea. For an overview of efforts conducted in the Philippine Sea during

2009-2011 by the North Pacific Acoustic Laboratory (NPAL) (Worcester and Spindel,

2005), see Worcester et al. (2012). The experiment design for PhilSea09 was meant to

provide high evolution-time resolution time-series of low-frequency broadband trans-

missions over a short range, involving paths with one or a few interactions with the

upper ocean. Phase-coded m-sequences (Birdsall and Metzger, 1986; Birdsall, 1995)

with a 284Hz center frequency were transmitted from an acoustic projector that was

suspended from the R/V Melville to a depth near the local sound-speed minimum of

the deep sound channel. The transmissions were made at a nominal range of 107 km

to a distributed vertical line-array of hydrophones (DVLA) (Worcester et al., 2009)

that was deployed as a part of the broader, multi-institution experimental efforts.

These measurements are unique in that they provide an unprecedented evolution-

time resolution, making it possible to see intensity evolve at 7.2 s intervals. Two of

the paths in PhilSea09 were quite similar to the paths in AET. Unlike the AET ex-

periment, transmissions were made nearly continuously (except for some necessary

gaps in time, which will be discussed later), and were made in the oceanographically

highly-energetic Philippine Sea—while AET (along with many other low-frequency

experiments) was undertaken in the Eastern North Pacific Ocean.

Maps of the variance of sea-surface height for timescales of 65 d to 220d (Kobashi

and Kawamura, 2001) suggest that mesoscale activity in the Philippine Sea should be

far more prevalent than in the comparatively quiescent propagation environment of
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the Eastern North Pacific Ocean. This difference might lead one to expect that range-

dependence of the sound-speed field would be a necessary feature of successful ocean

models used for acoustic propagation studies in the region. Alford et al. (2011) mea-

sured baroclinic energy, energy fluxes, and turbulent dissipation in the Luzon Strait,

and found these quantities to be “among the strongest ever measured”; PhilSea09

was conducted approximately 510 km to the East of the Luzon Strait, which would

lead one to expect some deterministic temporal dependence of the sound-speed field

on tidal timescales.

The purpose of this work is two-fold: first, we report measurements of fluctuations

in acoustic intensity made in 2009 in the Philippine Sea, including experimental goals

and methods; second, we compare these measurements to Monte Carlo Parabolic

Equation (MCPE) simulations. Time-series of acoustic intensity are analyzed to get

estimates of measures of fluctuations; these estimates are then compared to a MCPE

model with random perturbations of a range-independent background sound speed.

MCPE is a method of modeling acoustic fluctuations that are induced by variabil-

ity in the ocean. MCPE simulations have been used by Colosi et al. (1994); Wolfson

and Spiesberger (1999); Xu (2007); Van Uffelen (2009), among others. Ocean variabil-

ity as it pertains to ocean acoustics includes, but is not limited to, displacements due

to ocean internal tides, vertical displacements from a background of diffuse internal

waves, mesoscale eddy propagation, and spice (buoyancy-compensated water masses

with sound speed that is different than surrounding water masses). This particu-

lar implementation of the MCPE method includes only diffuse internal waves. The

parabolic equation contains the relevant physics for propagation; the MCPE method

provides an evaluation of the simulated propagation environment, which is composed

of a background sound-speed plus perturbations. The perturbations are modeled as

being due to ocean internal waves as described by the Garrett-Munk (GM) spectrum
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(Munk, 1981). We do not assert that the GM spectrum is necessarily the optimal

model for diffuse internal waves (various corrections or alternative descriptions have

been proposed, e.g. Levine (2002); Pinkel (1984)), but only that it is a reasonable

starting-point in attempts to understand acoustic fluctuations. The goal for the com-

parison to MCPE simulations is to test whether the non-diffuse-internal-wave aspects

of the local oceanography cause overwhelming differences in the character of intensity

fluctuations, thus precluding inter-regional comparison to experiments conducted in

the Eastern North Pacific Ocean—where predictions of MCPE using a GM internal-

wave description have largely been successful. As an example, Xu (2007) conducted

broadband simulations that predict the order-of-magnitude difference in scintillation

index for the two paths in the AET experiment.

The organization of this paper is as follows: section 2.2 gives a description of

the experimental methods, along with the acoustic and environmental observations

made. Section 2.3 examines the MCPE model. This section contains an analysis

of temperature, salinity, and pressure measurements collected by instruments on the

DVLA, for the purpose of adjusting the GM model displacements to a value appro-

priate for the region. MCPE results for the adjusted model are presented along with

the measured acoustic fluctuations in section 2.4. Section 2.5 includes a discussion

of the comparison, and section 2.6 provides conclusions and a direction for further

study. Appendix 2.8 describes the convergence tests that determined the maximum

internal-wave mode number to be included in the ocean model and the appropriate

PE range-step.
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Figure 2.1: Experimental plan for
the PhilSea09 experiment. The top
panel shows the region, including the
islands of Taiwan and Luzon at 121°
E Longitude, 24° and 17° N Latitude,
respectively. The color scale shows
the sea-surface height for YD 119
of 2009 from the AVISO (Aviso and
support from Cnes, 2012) database.
The bottom panel shows the region
bounded by the rectangle in the top
panel. Sets MV0905, MV0906, and
MV0907 denote CTD casts made on
three consecutive 2009 cruises. The
surveyed locations of the transmit-
ter at station SS107 and the DVLA
were 22.282 500° N, 126.329 445° E
and 21.364 963° N, 126.017 090° E, re-
spectively. The label “T1” refers to
an acoustic transceiver mooring also
deployed as part of PhilSea09, but is
only shown here for context and will
not be discussed in this work.



2.2 Experiment

2.2.1 Overview

A map of the region of the experiment, including the location of the DVLA and the

R/V Melville’s position during acoustic transmissions, appears in figure 2.1. The

location of the ship during acoustic transmissions was designated “SS107” due to

its nominal range from the DVLA. The ship’s position was determined by a C-Nav

GPS receiver, which was described previously in Mercer et al. (2009). The C-Nav’s

antenna was located on the R/V Melville’s A-frame, directly above the deployment

sheave used to support the acoustic projector, which was suspended over the stern.

The projector was lowered to a depth of 1000m. The depth of the sound speed

minimum was later determined from smoothed, averaged conductivity, temperature,

depth (CTD) cast data to be 1040m. Measurements taken from a pressure gauge

attached to the projector were used to track its depth during transmissions. These

measurements, along with other diagnostic measurements, such as the temperature of

the power transformer in the transmitter package, and the transmitted acoustic level,

were sent up the suspending cable through an optical fiber. At SS107, two acous-

tic transponders were deployed along the geodesic connecting the projector and the

DVLA for the purpose of tracking the projector’s position during transmissions. An

acoustic pinger was located on the transmitter package and interrogated the bottom-

deployed transponders, forming a long-baseline transponder net.

The over-the-side transmitter package (Andrew, 2009) was assembled and de-

ployed over the stern of the R/V Melville by the Applied Physics Laboratory at

the University of Washington (APL/UW). The package consisted of an experimental

double-ported doubly resonant electro-acoustic transducer, designated MP200/TR1446,

designed by ImageAcoustics Inc and manufactured by Massa Products, Inc., a match-
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ing auto-transformer/tuner manufactured by Coiltron, Inc., a tracking pinger, auxil-

iary sensors, and battery power for the sensors.

The MP200/TR1446 was operated between its two resonances, both quite sharp

at about 210Hz and 320Hz, in an attempt to provide a “broadband” device. A

model of the complete system transfer function is shown in figure 2.2. It was desired

to attempt to utilize the full “broadband” bandwidth of the device, and therefore a

Q = 2 drive signal was designed that had a 1023-bit m-sequence (Munk et al., 1995),

a carrier frequency of 284Hz, and 2 cycles of the carrier for each bit of the sequence.

This signal had an approximate bandwidth of 142Hz, from about 212Hz to 356Hz,

a band which roughly incorporates both resonant peaks. Since the system response

was far from flat over this band, an equalization filter was designed to compensate

for the dual-peaked response. This filter was applied to the drive signal prior to

transmission, and hence is called the “pre-equalizer”. The transfer function of the

pre-equalizer is shown in figure 2.2. Without equalization, the system distortion

introduced significant “ringing” after the pulse-compressed pulse of the m-sequence.

The theoretical performance of the pre-equalizer eliminated the ringing in pre-cruise

models.

After the cruise, inspection of the waveforms received on a package monitor hy-

drophone and on the DVLA hydrophones indicated that the pre-equalizer was not

accurately compensating for the system transfer function. Therefore, a further “post-

equalizer” filter was designed, based on Wiener filter theory, and applied on the

received data. The response of the post-equalizer is also shown in Fig. 2.2. The

final result on pulse compression using both pre- and post-equalization is shown in

the bottom panel of Fig. 2.2: the post-equalizer completed the task of adjusting the

received signal Fourier content (i.e., phase and magnitude) into a reasonable facsimile

of the Fourier characteristics of an m-sequence with a 130 Hz bandwidth and pulse
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resolution of 7.7 ms. The RMS source level, measured in the water with the transmit-

ter package monitor hydrophone, was roughly 183 dB re 1 µPa @ 1 m. The vertical

beam-width of the MP200/TR1446 was 120°; the transducer is omni-directional in

azimuth.

Acoustic signals were transmitted from SS107 for approximately 60 h, compared

to the local inertial period of 32 h. Thus our observations include nearly two periods

of the slowest internal waves (which, admittedly is not enough time to study the

statistics of acoustic fluctuations due to these slowest waves), but 90 cycles of waves

at 6 cycles per h (this was the surface-extrapolated buoyancy frequency in the region

of the experiment). Our observations are not of sufficient duration to study the

statistics of slower ocean processes, such as mesoscale eddies.

The acoustic signals were m-sequences with a duration of 7.2 s, and were trans-

mitted nearly continuously from SS107. The planned transmission schedule included

gaps at the change of each hour to ensure that acoustic tracking of the DVLA’s po-

sition would not be affected. Further gaps in transmission were necessary to prevent

overheating of the power amplifier. These data were post-equalized and then pulse-

compressed in the standard way (Birdsall and Metzger, 1986; Birdsall, 1995). Some

data were contaminated due to power amplifier glitches or due to sonar signals of

unknown origin; these data were also removed.

The DVLA was located at 21.364 963° N, 126.017 090° E and is described in fur-

ther detail in Worcester et al. (2012); we provide here only the details pertinent to

our analysis. The DVLA was composed of both upper and lower sub-arrays, each

consisting of 30 hydrophones. The upper sub-array spanned the deep sound channel

axis, or sound speed minimum. This upper sub-array had hydrophones at depths of

651m, 725m, and then every 25m from 800m to 1400m, followed by hydrophones

at 1475m, 1550m, and 1625m. Receptions made on the lower sub-array are not dis-
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cussed in this paper. The hydrophones were High Tech, Inc. model HTI-90-U. The

sample rate of these hydrophones was set to a nominal value of 1953.125 samples per

s, though the clock rate in individual hydrophones varied slightly. This clock-rate

error was determined for individual hydrophones and an appropriate correction was

applied.

Significant “blow-downs” of the DVLA occurred during the month of its deploy-

ment, presumably as a result of the strong local internal tides. These low-velocity

blow-downs resulted in changes in hydrophone position of up to 90m in the vertical

and up to a few hundred meters in the horizontal. Intensities computed by ray-tracing

(with the ray program (Bowlin et al., 1992)) indicated that the effects of changes in

hydrophone position were not large enough to be considered significant. The ship’s

position was maintained by a dynamic positioning system, but ship heave due to

wave motion and currents resulted in motion of the acoustic projector. The effects of

projector motion on intensity (a Doppler shift in the signal, which reduces the gain

achieved by pulse-compression) were also found to not be significant.

2.2.2 Acoustic data

The ray program, with the background vertical sound speed profile c̄(z) as input,

was used to model the acoustic paths studied here; c̄(z) and several representative

paths are shown in figure 2.3. The ID nomenclature used in the figure is a concise

way of describing key features of a given acoustic path between a transmitter and

receiver. The +/- sign refers to the sign of the angle made between the associated

acoustic energy leaving the projector and the horizontal, while the number that follows

refers to the number of upper and lower turning-points for that path between the

transmitter and receiver. The paths shown reaching the upper sub-array of the DVLA

are refracted-only in the sound-speed profile shown in the figure. There is a surface-
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Figure 2.3: The vertical sound-speed profile used in this work is shown at left; at
the right are the typical eigenrays studied. The gray horizontal lines represent the
depths of hydrophones on the upper and lower sub-arrays on the DVLA, and the solid
gray band near the bottom is a closely-spaced (5m) group of hydrophones. We study
receptions on all 30 hydrophones of the upper sub-array for the paths marked ’ID-
3’,’ID+4’, ’ID-4’, and ’ID+5’. Only eigenrays reaching the shallowest and deepest
hydrophones on the upper sub-array (651m and 1625m depth) are shown. Paths
leaving the source at an upward angle are shown with solid curves; paths leaving the
source at a downward angle are shown with dashed curves. The solid black curve at
the bottom of the figure is the bathymetry that was measured along the propagation
path with the R/V Melville’s multi-beam sonar.



bounce path that arrives 40ms after the first arrival (ID-3) at the upper sub-array,

but we neglect it here as the pulse-width of the processed receptions was 7.7ms, so

that we may window out this surface-bounce path in time.

Throughout this paper, we will refer to transmissions received on the upper sub-

array at all receiver depths; in particular, we will study paths ID-3, ID+4, ID-4, and

ID+5. These paths are separable in time, except that for a few depths near the center

of the sub-array paths ID+4 and ID-4 may not be separated from each other, and

at the bottom of the sub-array path ID+5 may not be separated from later arrivals.

Upper turning depths for the four paths are given in table 2.1.

PATH ID-3 ID+4 ID-4 ID+5

UTP DEPTH [m] 53-126 260-317 276-334 388-451

HYD. DEPTH [m] 1625-651 1625-651 651-1625 651-1625

Table 2.1: Upper turning point depths and associated receiver depths: for paths ID-3
and ID+4, the shallowest-turning eigenrays reach the deepest receiver of the sub-
array; for paths ID-4 and ID+5, the shallowest-turning eigenrays reach the shallowest
receiver of the sub-array.

Each arrival is tracked using the acoustic transponder navigation solution for the

array position. We find the peak of the arrival envelope, window data in a 10ms

window and take the Fourier-transform; the absolute square of the 284Hz component

is computed as the single-frequency intensity.

An example set of 60 h time-series of acoustic log-intensity for the four paths that

were recorded on the 900m depth hydrophone is shown in figure 2.4. These are

characteristic of the records for the great majority of hydrophones, and represent the

first-order acoustic fluctuations modeled in this paper. An additional time-series of

intensity for ID-3 from a hydrophone at 1550m depth is also shown in the figure.
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Readily apparent in the 1550m ID-3 time-series are long-period deep fades. Similar

fading does not appear in the records for ID+4, ID-4 and ID+5, nor is there any other

obvious feature in these intensity records at times when fading is observed in ID-3.

The fading in path ID-3 is most apparent at depths 1150 and deeper, and becomes

more pronounced with increasing depth.

2.2.3 Environmental data

A total of 81 expendable bathythermograph (XBT) casts were made along the geodesic

connecting the DVLA and SS107 positions. Mixed layer depths as deep as 80m were

measured to the northeast of SS107 in these casts; also apparent was strong range-

dependence in the upper ocean. Satellite-based measurements of sea-surface height

from the AVISO (Aviso and support from Cnes, 2012) database exhibit sea surface

height anomalies with a sign consistent with the horizontal temperature variation

measured by the XBT casts (shown in figure 2.5). These range-dependent variations

could be explained by the presence of eddies.

A total of 21 conductivity-temperature-depth (CTD) casts were taken during

PhilSea09 over a period of time lasting from April 02 to May 12, along or near

the geodesic connecting the DVLA and SS107. The positions of the CTD casts are

shown in figure 2.1. Data from 19 of these casts were smoothed and averaged to

create the range-independent “background” profiles of sound speed c̄(z), buoyancy

frequency N(z), and the vertical gradient of potential sound speed dc̄Pot./dz used in

MCPE and ray modeling described in sections 2.2.2 and 2.3.

In addition to profile-type environmental data, time-series of temperature, salinity,

and pressure were collected throughout April and May with instruments attached

to the DVLA (Colosi et al., 2013). Data from these 12 pumped microCAT CTD

instruments were analyzed to provide an estimate of GM strength subsequently used
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Figure 2.5: Shown here are XBT transects of ocean temperature, with latitude in-
creasing from left to right, and time increasing from the bottom to the top of the
figure. Note that the time in yeardays increases from left to right, except in the
bottom and top panels, as indicated by the labels to the right or left of each panel.
Individual casts were made an hour apart in time while the ship was underway. A
strong range-dependence and some time-dependence are evident from the measure-
ments. The vertical dashed and solid lines show the latitudes of the DVLA and SS107,
respectively, for reference.



in the “adjusted” MCPE model, described in section 2.3.2.

2.3 Modeling

2.3.1 Ocean sound speed fluctuations

One parameter which may be adjusted in the GM spectral model of internal waves is

the “strength”, sGM , which we will describe here as the product

sGM = N〈ζ2〉 = 0.5 · bEGMN0b (2.1)

or the variance of the internal wave vertical displacement, ζ , scaled by the buoyancy

frequency N(z). In equation 2.1, b is the thermocline depth-scale, EGM is the reference

internal-wave energy level, and N0 is the reference buoyancy frequency. Although ζ

and N are functions of depth, their product, sGM , is a constant, independent of depth.

In the approach taken in this paper, we adjust the quantity sGM in our simulated

oceans to match the value we will here estimate from environmental observations.

After summation over the vertical internal-wave modes, the GM vertical-displacement

spectrum Fζζ (scaled by N) is given by the equation

NFζζ(ω) =
2bEGMN0bωi

√
ω2 − ω2

i

ω3π
(2.2)

where ω is frequency, and ωi is the inertial frequency. Ocean internal waves exist at

temporal frequencies between the inertial frequency and the local buoyancy frequency.

We seek to make an estimate of the scaled variance of displacement N 〈̂ζ2〉, which
is equal to the integral over frequency of equation 2.2. The best source of information

about temporal variability of the propagation environment was the collection of mi-

croCAT CTDs deployed on the DVLA. Time-series of displacement may be computed

from the temperature, salinity and pressure records obtained by these instruments,
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and then examined in various ways to get estimates of the GM strength for the Philip-

pine Sea. We express this strength as the ratio r̂ of the measured strength ŝ to the

standard GM strength:

r̂ =
ŝ

sGM

=
N 〈̂ζ2〉
N〈ζ2〉 (2.3)

One approach would be to high-pass filter the time-series of displacement above

the inertial frequency, and then calculate the variance of the resultant time-series,

assuming the spectrum falls rapidly—such that any part of the spectrum above the

local buoyancy frequency will provide a negligible contribution. Alternatively, if the

tides were well-known and well-modeled, the time-series could be fit with a tidal

model, and the fit removed. We choose here to make an estimate of the GM spectral

level, ̂Fζζ(ω), in the region of the experiment, and integrate it to find an estimate

of the strength ratio r̂ (recall that multiplication by N(z) makes this ratio depth-

independent)

r̂ =
N

∫ ̂Fζζ(ω) dω

N
∫
Fζζ(ω) dω

(2.4)

Data from the 12 pumped microCAT CTDs on the DVLA were analyzed as de-

scribed below to make an estimate of the GM strength parameter. The temperature-

salinity-pressure measurements were first converted to sound speed using the TEOS-

10 algorithms (TEOS-10, 2010) and are shown in figure 2.6. The array blow-downs

mentioned earlier introduced fluctuations into the records as a result of the changes

in depth of the sensors. The sound speed data were interpolated in depth in an at-

tempt to remove this instrument-caused fluctuation. Several interpolation methods

were examined, but the choice of interpolation method did not strongly influence the

estimate; for its simplicity, a linear interpolation scheme was chosen. Time-series of

displacement were computed by the relation
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Figure 2.6: Time-series of sound speed variability computed from CTD measurements
made on the DVLA. Each record is offset according to the sensor’s mean depth. The
vertical bar shows the scale of sound speed fluctuations.

ζ(t; z) = δc(t; z)

(
∂c̄

∂z

)
−1

Pot.

(2.5)

The potential sound-speed gradient is appropriate because we don’t want to include

the effect of the portion of the gradient that is due to the pressure increase with

depth. Spectra were estimated from these time-series using the multitaper approach

(Percival and Walden, 1993) with a time-bandwidth product of 4. The spectra are

shown in figure 2.7.
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Various different approaches might be taken to estimate the “background” level

of these diffuse internal waves in the region of the experiment. As may be seen in the

estimate of the spectrum of sound speed fluctuations shown in figure 2.7, the locally-

generated internal tides are a prominent source of variability in the Philippine Sea;

these tides present a complication in estimating the level of variability due to diffuse

internal waves. Ignoring these, the spectrum at higher frequencies appears, visually,

to fit reasonably with a GM strength of r̂ = 2. This should be an useful check against

any estimate we might make.

Since it is not clear to what extent the GM spectrum includes contributions from

any contaminating local tides, we find it reasonable to make estimates of upper and

lower bounds on GM strength for the region of the experiment. In equation 2.4,

to calculate an upper bound on the GM strength, we integrate from the inertial to

buoyancy frequencies. We consider the quantity

φ(ω) =

∫ ω

ωi

̂Fζζ(ω)dω
∫ N

ωi

̂Fζζ(ω)dω
(2.6)

where ωi is the inertial frequency. This is the fraction of the contribution to the

integral of F̂ζζ as a function of ω. Between 30% to 55% of the variance is due to

the K1 tide, 10% to 20% due to the M2, and lesser amounts to the K3 and M4

components (with no easily-discernible trend in depth). In an attempt to calculate a

lower bound on GM strength, we want the (local internal, deterministic) tides to be

excluded from the variance, and therefore exclude the regions shaded in gray in figure

2.7.

The bounds in frequency of the excluded regions are chosen by eye. The assump-

tion made is that the local tidal energy is defined as energy rising above a background

spectral level due to diffuse internal waves. The extent to which the level between

bands is filled in by the energy in the bands is not known. For example, if one were
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to draw a line through the troughs between bands in figure 2.7, it would not seem to

fit the GM model well in terms of its slope, in addition to appearing to be at a lower

level than that apparent for higher frequencies. Estimates r̂, (averaged in depth) of

upper (3.33) and lower (1.6) bounds of GM strength appropriate for the Philippine

Sea are given in figure 2.8. The lower estimate of 1.6 seemed to be consistent with the

spectral level at higher frequencies and so was chosen as the level to be used in MCPE

modeling. This level is in good agreement with the estimate of the GM strength made

by Colosi et al. (2013), who used a tidal model to estimate and remove tides from the

microCAT-derived displacements: their estimate of the GM strength was 1.4. They

conclude that the outlook for modeling the internal tides is unclear; the agreement

between our estimates, determined by a different approach, would seem to support

the validity of their result.

2.3.2 MCPE

The Monte Carlo Parabolic Equation method is commonly used in the ocean acous-

tics community to model acoustic signal fluctuations in 2D. The idea is to gener-

ate random instances of an inhomogeneous sound-speed field that consists of some

range-independent or slowly-varying background c̄(x, z) plus perturbations δc(x, z)

to this background. In this work we model the background sound speed as range-

independent: c̄(x, z) = c̄(z). The sound-speed perturbations are modeled as being

solely due to internal waves whose statistics are consistent with the Garrett-Munk

spectrum.

We employ an internal wave simulator that is described in Henyey and Reynolds

(2013). The simulator produces vertical “slices” of an internal-wave displacement

field, ζ(x, z), from which perturbations to the background sound speed are calculated.

The perturbations are proportional to the vertical gradient in potential sound speed
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Figure 2.7: Panel A: spectra of displacement from the 12 microCAT CTD sensors on
the DVLA. The spectra have been scaled by the buoyancy frequency. The thick black
vertical line is the inertial frequency. There are 4 prominent tidal peaks visible in the
spectra, known as the K1, M2, K3, M4 tides (Colosi et al., 2013) (in order from left
to right) that appear just to the right of the inertial frequency on the plot. The gray
shaded regions highlight the frequencies for which these four tidal peaks appear to
rise above the background level. Superimposed are the GM spectra for strengths r̂ =
1, 2 and 4 (appearing from bottom to top) for reference. Panel B shows the portion
of the spectra near tidal frequencies in greater detail.
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agation range is shown, but only the upper 2000m of the slice are shown; fluctuations
are much smaller below this depth.

at depth z:

δc(x, z) =

(
∂c̄

∂z

)

Pot.

ζ(x, z) (2.7)

An example vertical slice of δc(x, z) is shown in figure 2.9.

Parabolic equation models and associated computer codes that are used for stud-

ies of underwater acoustic waves are well-known and plentiful. We chose the Navy

Standard Parabolic Equation, or NSPE, for this work—see appendix 2.8 for further
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description. Each perturbed sound speed field is written to an input file for the NSPE

code, then broadband propagation through this environment is computed. A time-

front is produced, from which arrivals are windowed and the single-frequency intensity

is computed as was done with the acoustic transmission data.

The acoustic source spectrum was modeled as Gaussian, centered at a frequency

of fcenter = 284Hz, and falling to a value of S(f = fcenter) ∗ 1/e at frequencies of

fcenter ± fcenter/4. Propagation was calculated at 852 frequencies with a spacing of

1/3Hz, over the band fcenter ± fcenter/2. The frequencies outside the 1/e level were

included in order to reduce ringing in the timefront.

In the work presented in this report, two types of MCPE simulation are used. In

one of the simulations, a time-independent MCPE (which will be referred to as the “TI

simulation”), independent random instances of the internal-wave displacement field

are computed; in the second simulation, a single random internal-wave displacement

field is evolved in time, allowing for time-dependent model-data comparison (the “TD

simulation”). The TI simulation consisted of 226 random instances of a 2-D (range-

depth) slice of perturbed sound-speed, like that shown in figure 2.9. For the TD

simulation, the internal-wave displacement field was evolved at a time-step of 240 s

for a total of 320 h (ten times the local inertial period, the longest timescale in the

GM spectrum), generating a time-series composed of a total of 4800 timefronts.

2.4 Results

We will consider as measures of the intensity fluctuations the scintillation index (SI)

(which is the fourth moment of the acoustic field and the second moment of intensity,

normalized by the mean intensity squared):

SI =
〈I2〉 − 〈I〉2

〈I〉2 (2.8)
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Figure 2.10: Panel A: An example MCPE timefront. Panel B: An example of a mea-
sured timefront received on the upper sub-array of the DVLA, after hydrophone clock
corrections and post-equalization have been applied. Gaps are due to hydrophone
spacing in depth. The first four arrivals on the portion of the array above 1000m are
paths ID-3, ID-4, ID+4, and ID+5, ordered from earlier to later time (the order-of-
arrival of paths ID-4 and ID+4 is seen to switch below 1000m depth). In each panel,
the color scale is relative to the maximum intensity shown in the window.



and the variance of log-intensity, where the log-intensity, ι, is given in dB by ι =

10log10(I/〈I〉), and its variance σ2
ι :

σ2
ι = 〈ι2〉 − 〈ι〉2 (2.9)

Examples of MCPE and observed timefronts are shown in figure 2.10. At some

depths the paths ID+4, ID-4, and ID+5 were not sufficiently separated in time from

other paths to allow windowing; these paths are excluded at those depths. The

subsets of depths for which it was possible to separate particular arrivals differed

slightly between the simulations and measured datasets. It is for this reason that

results for histograms, SI, and σ2
ι will not be shown at all depths.

Confidence intervals for the TI MCPE simulation are more easily computed than

for the experimental data and TD MCPE because all samples in the TI simulation

are independent—while the experimental data and the TD MCPE have temporal cor-

relations. For a given hydrophone depth, the set of 226 TI MCPE-derived intensity

samples was resampled with replacement to create new sample sets of the same size

as the original 1000 times. The SI was computed from each new set and the resulting

estimates ordered from smallest to largest. The absolute difference between the 25th

ordered estimate(the 2.5% percentile) and the original estimate and the difference be-

tween the 975th ordered estimate (the 97.5% percentile) and the original are averaged

to give the 95% confidence interval. In the case of the experimental data, the stan-

dard error was estimated by block bootstrapping (Davison and Hinkley, 1997) with a

fixed block size of 400, using the sample variance of the bootstrap sample (Cojbasic

and Tomovic, 2007). The standard error was then scaled assuming an asymptotic

Gaussian distribution to give the 95% confidence interval. Confidence intervals were

computed identically for the variance of log-intensity, σ2
ι .

A comparison of observations and MCPE predictions for the SI and σ2
ι appear in
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figure 2.11. The MCPE and data 95% confidence intervals on the SI and σ2
ι overlap

for ID+4, ID-4, and ID+5 at all hydrophone depths. The confidence intervals for

data and simulation overlap for ID-3 for depths shallower than 1150m, though the

prediction is consistently slightly smaller than the measured value. The confidence

intervals do not overlap for ID-3 for hydrophone depths deeper than 1150m.

Histograms of observed and modeled I/〈I〉 at all hydrophone depths are shown in

figure 2.12. Intensities at each depth were sorted into bins with a width of 0.05, and

with bin edges ranging from 0 to 3.5. The resulting histogram counts were normalized

by the total number of intensities recorded at that depth. For reference, 5% and 1%

represent counts of 785 and 157, respectively, for the measured data, and 240 and 48,

respectively, for the simulated data.

The distributions of measured intensities exhibit depth-dependence and structure

that appear to be consistent across multiple hydrophones. The distribution at several

depths around 1300m appears to be bi-modal for ID+4; the same is true at 725m

for ID-4, and at various depths for ID+5. The mode of the distributions of ID-3 are

shifted increasingly with depth toward low intensities for hydrophones below about

1150m, and the distribution widens with depth, with more high intensities on the

deeper hydrophones. The low-intensity mode of the ID-3 distribution is consistent

with the intensity fading shown in the bottom panel of figure 2.4.

The distributions of the TD MCPE intensities are seen to be uni-modal for all four

paths and at all depths for which paths could be separated. The MCPE distribution

for ID-3 is noticeably narrower than for the other paths, apparent in the width of the

light-blue portion of the histograms—as well as having a mode at a slightly higher

intensity. The MCPE histograms appear otherwise to be quite similar to each other

over the full range of receiver depths.
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Figure 2.11: Top row: comparison of TI MCPE predictions of SI with measured
values. The curves give the 2.5% and 97.5% percentiles—hence the 95% confidence
intervals. Bold curves show the MCPE confidence intervals and curves with diamonds
show confidence intervals on the measured values. Diamonds indicate the depths at
which the measurements were made. The bottom row shows the same for σι.
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Figure 2.12: Shown in the left column are normalized histograms of I/〈I〉 from the
experiment. Shown in the right column are the same from the TD MCPE. Approxi-
mately 15 700 samples are included in the histograms at each depth for the measured
data, while 4800 samples were included at each depth in the TD MCPE histograms.



2.5 Discussion

The SI and σ2
ι predictions for paths ID+4, ID-4, and ID+5 are not different from

each other by a statistically significant amount. The predictions for path ID-3 are

lower than for the other three paths. The same fluctuation measures of the observed

intensities for paths ID+4, ID-4, and ID+5, which had 2, 2, and 3 UTPs, respectively,

at depths from 260m to 451m, were also in agreement with each other. Path ID-3 had

one UTP at depths between 53m to 126m, with the shallowest-turning paths reaching

the deepest hydrophones on the upper array. At hydrophone depths shallower than

1150m, the upper bound of the confidence interval on the SI is only slightly greater

than the lower bound for paths ID-4 and ID+5, but compares better with path ID+4.

For hydrophone depths greater than 1150m in path ID-3, there is clearly some other

modulating process in the intensity record that causes it to look qualitatively different

than for all other paths. It is not clear whether the number of UTP can be said

to affect the strength of the intensity fluctuations in the measured data, given the

relatively small differences in SI and σ2
ι between the various paths—and the possibly

significant differences in UTP depth (see table 2.1).

The MCPE model predicts the SI and σ2
ι quite well for paths ID+4, ID-4, and

ID+5 at hydrophones from 651m to 1625m depth. The model differs from the obser-

vations in that it does not predict these same measures of intensity fluctuations for

path ID-3 for hydrophone depths 1150m and deeper, and somewhat under-predicts

the variability at the shallower hydrophones for that path.

The MCPE distributions of I/〈I〉 are similar to those of the measured intensity

in the location of the distribution mode for most hydrophone depths, though the

measured data exhibit some depth dependence of this mode location. The distribu-

tions of the measured data were bi-modal at some depths, while the simulated data

had uni-modal distributions. Finally, the high-intensity tails of the measured data
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extended out further for path ID-3 at depths where fades were observed than for the

shallower depths. The length of the measured time-series was only about 60 h, while

the TD MCPE time-series were 320 h in duration; it seems possible that this could be

related to the greater depth-dependence and structure seen in the distributions of the

measured data; i.e. the inclusion of more cycles of the long-period variability could

“smear out” the distributions of the measured data.

The choice of model GM strength seems an unlikely explanation for the data/model

differences: indeed, an identical MCPE simulation with a GM strength near 4.6 (not

shown here) did not predict a SI as large as that observed for path ID-3—while the

same simulation over-predicts the SI for paths ID+4 and ID-4 by about a factor of

three.

Ray-tracing through the background sound-speed profile indicated that acoustic

paths with a shallow UTP near 60m would turn below the average mixed-layer depth

seen in the 19 CTD casts. The vertical Fresnel zone around that shallow-turning ray,

however, extends vertically from 10m to 100m depth at the upper turning point—

allowing for the possibility that this acoustic path interacted with the mixed layer.

This may introduce a long-timescale (diurnal) modulation that is not part of a stan-

dard GM internal-wave model. No attempt was made to include a mixed layer in the

MCPE model, as the primary processes that drive the mixed-layer depth (Soloviev

and Lukas, 2006) are not encompassed by the GM model.

An observation that could be related to the deep fades is that the 3 or 4 shallowest

microCATs on the DVLA (shown in figure 2.6) showed an increase in sound speed

near YD 110, followed by a decrease, and then a period of very little fluctuation

from YD 112 to YD 122 or 123—despite large variability measured by the deeper

sensors during that same period of time. These features coincide with the westward

motion past the DVLA of the warm mesoscale feature, visible just to the southwest
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of it in figure 2.1 (the westward motion is apparent from additional SSH maps from

AVISO at 7-day intervals, but that are not shown here). This lack of sound-speed

fluctuations in the upper ocean from YD 112 to YD 122 would seem to indicate that

the water at those depths was well-mixed, or at least that the vertical gradient of

sound speed was diminished during that period of time. The changing positions of

mesoscale features may be related to this apparent change in the amount of vertical

displacement observed by those shallowest sensors.

Simulations of a random eddy field with an assumed spectrum have been per-

formed by Freitas (2008) and indicate that the presence of eddies can have a signifi-

cant impact on acoustic propagation; in particular, she concluded that the eddy field

caused acoustic energy to become trapped in surface ducts, caused shifts in horizontal

and vertical convergence zone position, and caused convergence zone spreading. It

is apparent from the temperature measurements shown in figure 2.5 that there is a

strong large-scale range-dependence to the sound speed profile. It is difficult to say

from the work presented here whether the presence of mesoscale eddies has had an ef-

fect on the intensity. The good data-model agreement for arrivals with UTP between

260m to 451m would suggest that the effect was not significant for those paths—but

the cause of the deep fades in path ID-3 requires further study.

Peaks at tidal frequencies are prominent in the spectrum of sound speed variability

measured by the CTD sensors on the DVLA. Further evidence of the time-dependence

of the large-scale sound-speed field appears in the XBT transects shown in figure 2.5.

Some transects overlapped in latitude, for example near 21.6° N, and a decrease in

temperature is apparent—though the time elapsed between the transects does not

allow one to infer much about the timescale of that variability.

An important feature of the observed deep fades is the time-dependence. Two

and possibly part of a third deep fade are visible in the 1550m time-series shown in
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the bottom panel of figure 2.4. The intensity appears, roughly, to have a 5 dB fade

during yearday 117, a 10 dB fade during yearday 118, and another 10 dB fade during

yearday 119. The character of these fades is not sinusoidal, making it difficult to

identify a particular periodicity, especially given only two clearly recognizable 10 dB

fading events. It seems possible that the timescale is related to the observed strong

local internal tides (Colosi et al., 2013).

The MCPE modeling presented in this report has made the assumption that the

GM spectrum is an accurate representation of sound-speed fluctuations in the Philip-

pine Sea. It is possible that the model-data discrepancy for paths turning in the

extreme upper ocean is due to disagreement with the GM spectrum there, but the

similarity to tidal timescales of the deep fades would seem to at least partially impli-

cate the local internal tides.

Construction of a model or models that address the mesoscale variability and/or

internal tides go beyond the MCPE approach taken here, however, which has made

the assumption of a range-independent background sound-speed profile. Attempts to

include range-dependence in MCPE models are not unheard of; Wolfson and Spies-

berger (1999) included a range-dependent background, for example, in a study of a

long-range experiment.

2.6 Conclusions

Despite the simplification of range-independence and the exclusion of internal tides

from MCPE model simulations, the predictions of the SI, σ2
ι , and the distribution

of I/〈I〉 for paths with UTPs below the extreme upper ocean generally agree with

observations—the only model adjustment made was of the GM strength. This con-

clusion is in agreement with the results presented in Colosi et al. (2013) (to the

extent that the MCPE model provides a validation of the ocean model), who stud-
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ied the PhilSea09 environmental measurements more extensively. Their results were

consistent with the GM spectral model’s assumptions of horizontal isotropy and ho-

mogeneity (for diffuse internal waves), and they conclude that the GM spectrum could

be used as an input to acoustic fluctuation calculations. The measures of intensity

fluctuations studied here, the SI and σ2
ι , did not appear to be strongly influenced by

the number of UTPs in the path—though a compensating effect due to differences

in UTP depth cannot be ruled out. Some of the differences between the distribu-

tions of the simulated and measured intensities may be due to the shorter duration

of the measured time-series; an experiment with a longer duration would be required

to resolve the ambiguity. Enhanced variability in the form of long-period deep fades

is observed for paths turning in the extreme upper ocean; this enhanced variability

is not predicted by the MCPE model employed here, and will be the subject of a

follow-on report.
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2.8 Appendix A: PE model and convergence tests

The NSPE was chosen because it provides test cases and is actively maintained by

the U.S. Navy. The code includes an implementation of a split-step Fourier (Tappert,

1977) algorithm, and an implementation of a split-step Padé algorithm derived from

RAM (the Range-dependent Acoustic Model (Collins, 1993)). We used the split-step

Padé version. TheNSPE is capable of propagation through a range-dependent sound-
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speed field such as that of an internal-wave perturbed ocean model environment. The

angle between the horizontal and the direction of acoustic paths leaving the source

was well within the limits for this PE.

Convergence tests were performed on the number of modes used in the internal

wave simulator and on the range-step taken in the PE code. Features in the sound

speed field that are much smaller than the acoustic wavelength will have a negligible

effect on the propagation of acoustic waves; see e.g. Hegewisch et al. (2005). The

criterion used to determine convergence was the normalized sum of squared errors

em =

∑n

i=1(pm+10(ti)− pm(ti))
2

∑n

i=1(pm(ti))
2

(2.10)

where p(ti) is the n-point real pressure time-series computed by propagation of a

broadband acoustic signal through a single instance of a GM internal wave perturbed

random ocean composed of m modes. This measure of convergence fell to a value of

10 · log10(em) = −30, or 0.1% when 200 vertical internal wave modes were included

in the random ocean. A similar metric was used to determine convergence for range-

step, except that the range-step was halved each time. A value of −30 was reached

when the range-step was 25m.

10 Padé coefficients were retained in order to avoid performing an additional con-

vergence test on the number of coefficients.
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2.9 Note about references

The reference list for this chapter, as it appears in the submitted-paper version, has

been merged into the thesis bibliography in section 5.2.
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Chapter 3

TIME-DEPENDENT MEASURES
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3.1 Temporal fluctuation measures

In this chapter, we will examine further the time-dependent (TD) MCPE model-

ing effort that was described in section 2.3.2. The purpose of the TD simulation

was to test the predictive capability, for measures of temporal variability, of a time-

evolving internal-wave-perturbed environmental model against measurements made

during PhilSea09. The “background” or diffuse internal waves are assumed to be a

stationary process that is described by the GM spectrum. The variability that these

internal waves impart to the ocean’s sound speed result in intensity fluctuations that

are a function of time, and which could be described by some spectrum. In this

chapter we make predictions of the power spectral density (PSD) and correspond-

ing temporal auto-correlation functions of the intensity fluctuations measured during

PhilSea09 for one of the hydrophone depths from PhilSea09; the predictions for the

rest of the 30 hydrophone depths appear in appendix D.

The task of computing a prediction of the spectrum of intensity fluctuations from

the simulated time-series is straightforward; making an estimate of the same quantity

from the measured data is complicated by both planned and unplanned gaps in the

measured time-series. This “gappy-data” problem is not completely solved in this

thesis, though efforts are made to assess the viability of a couple of potential methods

that could be used to compute these estimates. At least one further alternative

solution to the problem exists (Bronez, 1988), though implementation of that solution

and comparison to the methods studied in this chapter are left as future work. It was

tractable to compare a couple of methods for computing the PSD using the time-series

from only one of the available hydrophone depths—and in the future to compare those

results with the alternative solution from Bronez (1988) before computing estimates

at the remainder of the hydrophone depths.

Section 3.1.1 describes the specific measures of temporal variability considered
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in this chapter. Measured and simulated intensity time-series at all 30 hydrophone

depths will be presented in section 3.1.2. A qualitative comparison is made. A

brief description of lowess trends that were estimated from a subset of measured

and simulated time-series to be used throughout the rest of this chapter appears

in section 3.1.4. Section 3.2 describes efforts to understand the gaps’ effect on the

spectral estimates, including a Monte Carlo approach involving an auto-regressive

(AR) model, presented in section 3.2.1, and an introduction of the gaps into the TD

MCPE-simulated time-series is presented in section 3.2.2. Finally we will discuss the

implications of the gap-effect study in sections 3.4 and 3.5.

3.1.1 Power spectral density and the temporal autocorrelation function

Following Bendat and Piersol (1986), the power spectral (also called autospectral)

density function Sxx is defined for a stationary random process {x(t)} by the expres-

sion

Sxx(f) = lim
T→∞

E[Ŝxx(f, T, k)]

where Ŝxx(f, T, k) is an estimate from the kth sample record xk(t) of length T of that

process, and E[ ] represents the expected value over ensemble index k. Sxx is defined

for frequencies −∞ < f < ∞, and is related to the auto-correlation function Rxx by

Fourier transform

Sxx(f) =

∫
∞

−∞

Rxx(τ)e
−j2πfτdτ

The one-sided power spectral density function Gxx is defined for f ≥ 0. Gxx is related

to the autocorrelation function, Rxx, by

Gxx(f) = 4

∫
∞

0

Rxx(τ)cos(2πfτ) dτ
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(limits of integration reflect the symmetry of Rxx) and vice versa

Rxx(τ) =

∫
∞

0

Gxx(τ) cos(2πfτ) dτ (3.1)

In this work, estimates Ĝxx(f) of the one-sided PSD are made via the multi-taper

method (MTM) (cf. Percival and Walden (1993)), and the discrete form of equation

(3.1) is used to estimate the autocorrelation function.

3.1.2 Measured and TD MCPE intensity time-series

Pressure time-series were recorded on the 30 hydrophones of the upper sub-array of the

DVLA and were processed in the manner described in this section. Hydrophones pro-

vided continuous sampling throughout each hour at a rate of 1953.125 samples/s, with

a small gap at the end of each hour to allow for acoustic tracking of the DVLA. The

hydrophone records were resampled at a rate that was four times the 284.166 666Hz

carrier-frequency used in transmissions, in preparation for pulse-compression. (The

m-sequence signals used in the PhilSea09 experiment were discussed in section 1.1,

and further in appendix A.) Data were separated into 7.2 s-long sections, (referred

to here as “receptions”), which were post-equalized as was described in section 2.2.1,

and then pulse-compressed.

Outlier removal for the hydrophone records obtained during PhilSea09 consisted

of several steps. A mask of bits that corresponded to reception times was constructed,

with either a “1” or a “0” indicating whether data was to be included or excluded,

respectively, from the analysis. All bits corresponding to receptions that were recorded

at times that the transmitter was not transmitting were set to “0”. All full-power

transmissions were preceded by a “ramp-up”, or gradual increase, in signal level

for marine-mammal protection; receptions made during “ramp-up” times were also

excluded. Malfunction and overheating of the power amplifier that was being tested
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during PhilSea09 caused signal drop-outs and glitches; these problems were diagnosed

later with the use of records of voltage and current that were made throughout the

experiment. Data that were affected by these problems were excluded.

Sonar signals of unknown origin occurred at regular intervals throughout most of

the experiment, and were loud enough within the transmitted signal’s frequency band

to necessitate exclusion of receptions made during the times at which they occurred.

Spectrograms were computed at the 1550m hydrophone depth for each recorded hour,

allowing for identification of the times when the contaminating sonar signal was in

the water. The sonar signals consisted of upward or downward sweeps in frequency,

followed by a single tone, and ending with another set of upward or downward sweeps

in frequency. A list of reception times at which the central single-tone portion of the

signal occurred was saved in a file. There were several variants of the sonar signal,

and a window of appropriate length was designed for each one; a label denoting the

signal variant was also saved for each observation of the signal. Receptions that were

made during the window of time around each observation were excluded.

The overheating problem was noticed early on in the experiment and was dealt

with by changing the planned transmission schedule to limit the length of each

transmission—effectively inserting further gaps into the time-series (in addition to

the gap in the hydrophone record at the end of each hour and the sonar signal con-

tamination).

Each reception consisted of various numbers of arrivals—each corresponding to the

individual path taken by the associated wavefront. The terminology used to describe

these paths was defined previously, in section 2.2.2. The particular paths considered

in this thesis (ID-3, ID+4, ID-4, and ID+5) were individually windowed for each

reception at each hydrophone. Variability of the arrival time, also called “wander”,

of individual paths occurs due to changes in the positions of the transmitter and
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the receiving array, and due to propagation through the time-varying ocean medium.

The first form of variability is considered to be a source of instrument-based noise,

while the second form of variability is the observable in the field of ocean acoustic

tomography. As it relates to the efforts in this thesis (which focus specifically on the

intensity), wander is instead a hurdle to be overcome while attempting to window the

individual acoustic paths for analysis. This problem was solved by stepping through

the time-series at each hydrophone, and visually selecting windows that were valid for

small subsets of receptions (the subsets being a set of times for which the travel-time

didn’t vary by much in comparison to the size of the window).

The noise level of the pulse-compressed data varied between hydrophones on the

shallow array. The mean and standard deviation noise level in the 284Hz Fourier

component within a time window equal in length to 16 M-sequences were calculated.

This averaging time was chosen based on the reasoning that 16Mseq× 7.2 s/Mseq ≈
120 s; this window is sufficiently short that an elevated noise level due to the passing

of a ship would be detected. In a final check to ensure that only high-quality data

were included in the analysis, all individual path arrivals were therefore required to

have an intensity that was more than one standard deviation above the noise level of

this running-mean window.

The time-series of intensity for all hydrophones on the upper array of the DVLA

are shown in figures 3.1–3.4. ID-3 was received on all hydrophones of the upper array

of the DVLA. The paths ID+4 and ID-4 were also received on all hydrophones, but

are not separable in time at depths near the center of the sub-array. Path ID+5

could not be separated from later arrivals at the hydrophones located at 1550m and

1625m depth. The deep fades that were mentioned in section 2.2.2 are apparent in

the bottom half of panel A at yeardays 118.5 and 119.25.
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Figure 3.1: Measured intensities of all good receptions on the upper array of the
DVLA for path ID-3. Intensity is represented by color in 22m-wide bands in depth
for clarity of presentation. At some of the shallowest hydrophones on the array, some
further data were excluded—apparent here, and in figures 3.2– 3.4 as white patches.
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Figure 3.2: Measured intensities of all good receptions on the upper array of the
DVLA for path ID+4. Intensity is represented by color in 22m-wide bands in depth
for clarity of presentation. At some of the shallowest hydrophones on the array, some
further data were excluded—apparent as white patches. Not all arrivals were available
at all hydrophone depths of the sub-array; it is for this reason that whole time-series
are missing at several depths.
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Figure 3.3: Measured intensities of all good receptions on the upper array of the
DVLA for path ID-4. Intensity is represented by color in 22m-wide bands in depth
for clarity of presentation. Not all arrivals were available at all hydrophone depths
of the sub-array; it is for this reason that whole time-series are missing at several
depths. At some of the shallowest hydrophones on the array, some further data were
excluded—apparent as white patches.
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Figure 3.4: Measured intensities of all good receptions on the upper array of the
DVLA for path ID-5. Not all arrivals were available at all hydrophone depths of the
sub-array; it is for this reason that whole time-series are missing at several depths. At
some of the shallowest hydrophones on the array, some further data were excluded—
apparent as white patches.



3.1.3 Time-dependent MCPE simulation

Recall that the time-dependent model was identical to the time-independent model,

except that instead of using random time-independent snapshots of the model envi-

ronment as inputs to the NSPEmodel, a single instance of the internal-wave displace-

ment field is evolved in time, with snapshots of the field made at regular intervals in

time used as input to the NSPE model. The results of this simulation are time-series

of intensity at 5505 depths with a 1m spacing between depths, though only simulated

data at the hydrophone depths used in PhilSea09 will be considered here. The time-

step used in time-dependent modeling was 240 s and the time-series computed out to

ten local inertial periods, or about 320 h.

60 h-long samples of the TD MCPE simulated intensity are shown in figures 3.5–

3.8. The same problem of some arrivals being too close together in time occurs in the

simulations, and explains the absence of time-series for some depths.

Figure 3.9 shows a typical comparison between the measured and simulated in-

tensities. It is evident from the plots that the fluctuations are of similar magnitude

and generally that the timescales of variability are also similar. Notice also that the

difference in sample rate will somewhat limit the frequency range over which com-

parison will be possible. As seen in the bottom panel of the figure, there is some

higher-frequency variability in the measured data of around a dB.

Given the lengths and sample rates of the measured and simulated time-series,

the PSD may be predicted and estimated over two partially-overlapping bands of

frequencies. The lengths of the time-series were 320 h and 60.134 h, respectively, for

the simulated and measured data. The sample rates were 1/240 s and 1/7.2 s for

the simulated and measured data, respectively. The frequency bands over which we

estimate the PSD are 8.6× 10−7Hz to 2× 10−3Hz and 4.6× 10−6Hz to 6.9× 10−2Hz,

respectively, for the simulated and measured data.
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Figure 3.5: Shown here are 60 h out of the 320h of simulated intensities of arrival
ID-3. Time-series are computed at a vertical spacing of 1m depth in the simulation,
but only data at the hydrophone depths are shown here. Data have been spread over
adjacent depths in the same way as was done in the plots of the measured data in
figures 3.1–3.4.
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Figure 3.6: Shown here are 60 h out of the 320 h of simulated intensities of arrival
ID+4. Time-series are computed at a vertical spacing of 1m depth in the simulation,
but only data at the hydrophone depths are shown here. Data have been spread over
adjacent depths in the same way as was done in the plots of the measured data in
figures 3.1–3.4.
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Figure 3.7: Shown here are 60 h out of the 320h of simulated intensities of arrival
ID-4. Time-series are computed at a vertical spacing of 1m depth in the simulation,
but only data at the hydrophone depths are shown here. Data have been spread over
adjacent depths in the same way as was done in the plots of the measured data in
figures 3.1–3.4.
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Figure 3.8: Shown here are 60 h out of the 320 h of simulated intensities of arrival
ID-5. Time-series are computed at a vertical spacing of 1m depth in the simulation,
but only data at the hydrophone depths are shown here. Data have been spread over
adjacent depths in the same way as was done in the plots of the measured data in
figures 3.1–3.4.
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Figure 3.9: Comparison of typical fluctuations in measured vs. simulated intensities.
In all panels, cyan symbols are the measured data; in the top and middle panels, the
simulated data are shown with black symbols. The intensity record shown is that of
ID+4 at 1550m depth in all panels. Different timescales are shown in each panel,
with the entire record for the measured intensities shown in the top panel.



3.1.4 Lowess trend

In attempting to compute estimates of the PSD from the measured intensity records,

it was found that gaps in the transmission schedule caused different types of bias in

the estimate. The first form of bias caused by these gaps was an elevated spectral

level at high frequencies within the band of interest, and a diminished spectral level

at low frequencies within the band. The second form of bias, noticeable mostly in the

PSD estimates for ID-3 at hydrophone depths at which deep fades were observed, was

an elevated spectral level at several frequencies related to the transmission schedule,

apparent as “spikes” in the estimates.

The long timescale (about a day) of the fades, and their presence in only one of the

acoustic paths suggests that they are due to some process other than the background

internal waves; thus an attempt was made to separate the deep fades from the rest of

the intensity fluctuations. It will be seen that this idea of separating the two supposed

processes leads to a means of partial reduction of both forms of bias just described.

A lowess trend was computed for the ID-3 intensity recorded at 1550m depth

(shown previously in figure 2.4). The trend is shown in figure 3.10. Trends were also

computed for the simulated ID-3 time-series at that depth, and for the measured and

simulated ID+4 time-series at the same depth. These other trends are not shown,

but are used throughout the remainder of the chapter in studying the gaps’ effect on

the PSD estimates. The trend in the measured 1550m intensities makes apparent

the deep fades observed on some of the deeper hydrophones for path ID-3. The other

trends mentioned do not have this feature, but the trends are computed and used in

all time-series for consistency in the remaining part of the analysis.
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Figure 3.10: Panel A: Measured intensity time-series of ID-3 at 1550m depth. All
measured data are plotted as gray symbols; cyan symbols show the interpolated lowess
trend. Panel B: same as panel A, except the additional black symbols show the lowess
trend with gaps, and a smaller window in time is shown.



3.2 The effect of gaps

In this section, we will explore the effect of the gaps on the PSD estimates by consid-

ering two methods for computing the PSD: the first method uses an auto-regressive

model and the second method uses the TD MCPE time-series as a model. Both

methods will make use of the lowess trend described in the previous section.

3.2.1 AR model

Again following Bendat and Piersol (1986), consider a stationary random process

{y(t)} that is the sum of two stationary random processes {x1(t)} and {x2(t)} such

that each sample function is of the form

yk = a1x1,k(t) + a2x2,k(t), (3.2)

where a1 and a2 are two arbitrary constants, then expressions for the spectrum Gyy

and autocorrelation function Ryy are given by

Gyy = a21Gx1x1
+ 2a1a2Cx1x2

+ a22Gx2x2
(3.3)

Ryy = a21Rx1x1
+ a1a2[Rx1x2

+Rx2x1
] + a22Rx2x2

(3.4)

Cx1x2
= 2Re[Sx1x2

] (3.5)

where Cx1x2
is the co-spectrum of processes {x1,k(t)} and {x2,k(t)}, defined for fre-

quencies f > 0. Equations (3.4) and (3.3) indicate that, even for our simple model of

additive processes, we must consider possible correlations between the two processes—

especially given that locally-generated internal tides (which could be the source of the
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deep fades) are internal waves, and therefore probably influence what we model in

the TD MCPE, for example, as the “background” internal waves.

We model the de-trended part of the ID-3 time-series as an AR(1) process

yt = c0 + c1yt−1 + ǫt (3.6)

where c0 is a constant offset, set to zero, c1 = 0.9, and ǫ is an independent and

identically distributed, “i.i.d.”, random variable. The advantage to creating a model

is that we know what happened during the self-imposed “gaps in transmission” in the

model, whereas for the data we do not. Instances of this model are computationally

inexpensive to create (unlike a time-dependent MCPE time-series), which allows us

to introduce the gaps and determine, via Monte-Carlo, what average effect these gaps

have on our estimate of the PSD.

The method was as follows:

1. Generate a set ǫt of random numbers with the aforementioned properties

2. Use this to make one realization of the AR(1) model

3. Compute an estimate of the one-sided PSD of this realization

4. Introduce transmission schedule gaps into the realization

5. repeat step 3

6. save results and compare

These steps were repeated 2000 times each for each of three versions of the model,

creating an ensemble for each version from which we compute an estimate of the

average bias in the PSD that is caused by the transmission schedule.
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The first model was the AR(1) process. This model was a time-series with a

length equal to the time elapsed between the times of the first and last transmissions

made during PhilSea09: a period of 60.134h at 7.2 s intervals, giving 30 067 points.

The same mask of “0”’s and “1”’s that was used to mark all measured intensities as

either good or bad was then applied to the AR(1) time-series. In the case of this first

model, points in the time-series marked as bad were set to a value of “0”. The PSD

was computed for the time-series with all of the points, and then for the time-series

with the gaps.

The second model consisted of the lowess trend for the ID-3 1550m depth intensity

record plus the AR(1) process. In this model, when the gaps are imposed on the time-

series, the data in the gaps is replaced by the value “0”. The third model is the same

as the second model, except that data in the gaps is replaced with the interpolated

trend. Examples of the three models are shown in figure 3.11.

3.2.2 TD MCPE simulation

Our end goal is to understand what biases the gaps cause in the PSD estimates from

the measured intensities. The AR(1) model has the advantage of being computa-

tionally inexpensive; the TD MCPE does not share this quality. The disadvantage

to the AR(1) model is that its spectrum is significantly different from the spectra

of either the TD MCPE or the measured intensity. The biases caused by the gaps

depends on the spectrum of the underlying process. We can get some idea about

how the spectrum of the TD MCPE would be affected by the transmission gaps by

imposing those gaps on the TD MCPE time-series. The time-series is 320 h in length,

as compared to the 60.134h of PhilSea09 transmissions. In addition to this differ-

ence in record length, the sample rate of the measured data was 1/7.2 s and the TD

MCPE sample rate was 1/240 s. The first problem is solved by simply repeating the
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Figure 3.11: The three versions of a single realization of the AR(1) model. Panel
A, B, and C show the first, second, and third models, respectively—as described in
section 3.2.1. In all panels, the cyan (black) symbols show a particular model before
(after) introduction of the gaps. Different subsets of the model time-series are shown
in each case for clarity of presentation.



gap schedule until is has a length equal to the TD MCPE time-series. The second

problem is solved by interpolating the TD MCPE time-series onto times that are

7.2 s apart. Gaps are filled either with “0”’s or with the interpolated lowess trend.

The autocorrelation function RII prediction for each of the modified time-series was

computed as in equation (3.1). Results are shown in section 3.3.2.

3.3 Results

3.3.1 AR model

The results of the AR modeling are shown in figure 3.12. As can be seen in the

plots labeled A and B, the effect of the transmission schedule on the AR(1) process

is to lower the PSD by about two or three dB at all frequencies considered in this

study. The effect of the transmission schedule on the trend is to introduce spikes at

frequencies corresponding to 1/T where T corresponds to the lengths of the transmis-

sions. Spikes also occur at frequencies of 1 h−1 and 0.5 h−1. The level of the trend’s

estimated PSD rises at high frequencies; presumably this is due to the energy added

by sharp jumps and drops at the beginning and end of transmissions. This energy

added at frequencies which exceed the Nyquist frequency are likely aliased back into

the estimate.

When the trend in ID-3 is added to the AR(1) model (see figure 3.12, plots C and

D), a frequency-dependent bias appears in the estimate of the PSD. At frequencies

below 1× 10−4Hz, the PSD estimate is reduced by about six dB with introduction of

the transmission schedule gaps. The reduction in the estimate decreases at interme-

diate frequencies. At higher frequencies (1 h−1 and greater) the estimate shows large

positive biases in the form of spikes at particular frequencies. The aliased energy

which was apparent in the PSD estimate of the ID-3 trend appears to be far below

the level of the PSD of the AR(1) model at high frequencies.
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Figure 3.12: Comparisons of PSD estimates for measured and modeled data. Panel
A shows the AR(1) model mean PSD estimate. Panel C shows the mean estimate for
the ID-3 trend. Panel E shows the mean estimate for the model + interpolated trend.
Panel G shows the mean estimate for the model + interpolated trend. In panels A,
C, E, and G, the black curve is the model and the cyan curve is the same model
with gaps due to the introduction of the transmission schedule. Panels B, D, F, and
H show the black curve minus the cyan curve, i.e. model mean PSD estimate minus
model-with-gaps mean PSD estimate. In panels G and H only, the interpolated trend
replaced the model in the gaps for the cyan curve; in all other plots, the data in the
gaps was set to a value of zero for the cyan curve. The vertical red and black lines in
all plots show frequencies of 1 h−1 and 2 h−1, respectively, for reference. Notice that
the abscissa axes differ between panels.



By interpolating the trend across the gaps (figure 3.12, plots G and H), we can

see that the spikes due to the transmission schedule are substantially decreased. It

is evident in figure 3.12 that the 6 dB reduction at low frequencies seen when the

trend is not interpolated across the gaps becomes negligible. This is a reflection of

the fact that our model without gaps is the interpolated trend. We can not know

precisely how the lower frequencies are affected by the gaps due to the transmission

schedule, however, the length of the majority of the gaps is much less than the period

of the lower frequencies. The longest gap was two and a half hours, but the second-

longest gap was around an hour in duration. These gaps may leak some energy into

frequencies below 1× 10−4Hz ( 2.8 h period).

3.3.2 TD MCPE

The PSD predictions made from the modified simulated time-series are shown in

figure 3.13 and 3.14. Introduction of “0”’s at the positions of the transmission gaps

(figure 3.13) causes the predicted level to be decreased by between 4 dB to 6 dB from

1× 10−6Hz to 4× 10−4Hz. The prediction is increased at frequencies higher than

4× 10−4Hz. When the interpolated trend replaces the data in the transmission gaps

(figure 3.14), the prediction is unaffected for frequencies below 5× 10−5Hz. Between

frequencies of 5× 10−5Hz to 7× 10−4Hz, the prediction is decreased by as much as

6 dB—and for frequencies above 7× 10−4Hz the prediction is increased.

The autocorrelation function RII predictions are shown in figures 3.15 and 3.16.

When data in the gaps are replaced with “0”’s (figure 3.15), the autocorrelation

function prediction is decreased at all lags shown in the figure. A small spike in

correlation appears at a lag of one hour for the gappy time-series. The correlation

time is decreased by a factor of two for both paths. When data in the gaps are

replaced by the interpolated trend (figure 3.16), the prediction is decreased for lags
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Figure 3.13: PSD predictions using synthetic MCPE data. The red curve shows the
prediction from the original simulated data at 240 s intervals. The black curve shows
the prediction when data occurring during the transmission gaps are set to a value of
“0”. Panel A: ID-3 at 1550m depth. Panel B shows the same for ID+4.
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Figure 3.14: PSD predictions using synthetic MCPE data and trend-filled gaps. Same
as figure 3.13, except that data occurring during transmission gaps are set to the
interpolated trend values instead of being set to “0”.



less than 10min and increased for lags greater than 10min. The predicted correlation

time is increased from 20min to 90min for path ID-3, and increased from 25min to

45min for path ID+4. While a small spike in correlation appeared at a one-hour lag

with the introduction of “0”’s into the gaps in figure 3.15, a small dip appears instead

at the one-hour lag with introduction of the interpolated trend.

3.3.3 Measurements

Comparisons of estimates of the PSD from the measured data are shown in figure 3.17.

When the measured data in the gaps are replaced with “0”’s, the estimate is lower

than that in which the data is replaced with the interpolated trend for frequencies

from 5× 10−6Hz to 1× 10−4Hz, for paths ID-3 and ID+4. At higher frequencies,

the predictions are equal for both paths, except for the spikes at frequencies related

to underlying periodicity of the gaps— which only appear in path ID-3. The spikes

are reduced when the interpolated trend is used; the reduction is slight for the spike

at 1 h−1, and increases as frequency increases. In path ID+4, the predictions are

essentially equal above a frequency of 1× 10−4Hz.

A comparison between the prediction and estimate from measurement of the PSD

is shown in figure 3.18. The prediction was made from the TD MCPE-simulated

data, with gaps introduced and filled with the interpolated lowess trend. Paths ID-3

and ID+4 are shown. There is good agreement for frequencies above 3× 10−5Hz for

path ID+4, and for frequencies above 1× 10−4Hz for path ID-3. Both PSD predic-

tions reach a maximum level near a frequency of 1 d−1. In fact, this feature appears

in the predictions for all paths at all depths considered in this thesis, as may be

seen in appendix D. The PSD estimate from the measured data for path ID+4 does

not have this maximum at 1 d−1, and appears to keep rising as frequency decreases.

Path ID-3’s PSD exceeds the prediction at frequencies below 1× 10−4 hertz by up to
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Figure 3.15: Intensity autocorrelation functions, synthetic MCPE data, zero-filled
gaps. Panel A: RII estimates for ID-3 at 1550m depth. The red curve shows the
estimate for the original simulated data at 240 s intervals. The black curve shows the
estimate when data occurring during the transmission gaps are set to a value of “0”.
Panel B shows the same for ID+4. The red horizontal line shows the value of 1/e
for reference. The correlation time is the smallest lag at which the autocorrelation
function falls below this value.
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Figure 3.16: Intensity autocorrelation functions, synthetic MCPE data, interpolated-
trend-filled gaps. Same as figure 3.15, except that data occurring during transmission
gaps are set to the interpolated trend values instead of being set to “0”.
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Figure 3.17: PSD estimates of measured data for ID-3 and ID+4 are shown in panels
A and B, respectively, with missing data filled in with zeroes for the black curve and
missing data filled in with the interpolated trend for the red curve. The black and
red vertical lines show frequencies of 1 d−1 and 1 h−1, respectively, for reference.



nearly 16 dB at the lowest frequency shown, and is seen to be nearly flat for frequen-

cies from 4.5× 10−6Hz to 3× 10−5Hz—though the small number of Fourier points

means that a small amount of spectral leakage between the bins would conceal any

underlying shape. Path ID+4’s PSD is less than the predicted value for frequencies

from 8× 10−6Hz to 3× 10−5Hz, and exceeds the prediction at the lowest frequency

for which it can be calculated.

3.4 Discussion

While one may measure, and possibly attempt to model, the temporal variations in

the ocean’s sound speed, the relationship between these variations and their effect

on the temporal characteristics of the acoustic intensity is not precisely known. The

power spectral density gives a quantitative description of the energy content at var-

ious temporal frequencies for a given process. The variance of that process is the

integral of the power spectral density over frequency. Models for calculating the PSD

analytically do exist, e.g. Munk and Zachariasen (1976). This model, known as the

Munk-Zachariasen (MZ) model is an adaptation of the Rytov (Rytov et al., 1989)

weak-fluctuation theory. The MZ model employs the GM model as the description

of environmental fluctuations. The main goal of the work presented in this thesis

was to test whether the GM model would be a sufficient description for the purpose

of predicting acoustic intensity fluctuations in the Philippine Sea, as it has been in

other regions. The MZ model is based in a ray-theory framework, which makes some

significant approximations, and therefore it was decided to take instead the full-wave

approach provided by MCPE simulation—so as to not complicate the effort with any

further approximations to the propagation than necessary. The idea of a temporal

correlation function is to describe quantitatively how quickly a process changes in

time. The power spectral density and temporal correlation function are related by
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Figure 3.18: PSD predictions and estimates for paths ID-3 and ID+4 at 1550m depth
are shown in panels A and B, respectively. Black curves are the predicted PSD with
transmission gaps imposed and filled with the interpolated trend. Red curves are the
estimates from measured data, with the gaps also filled with the interpolated trend.
Black and red vertical lines show frequencies of 1 d−1 and 1 h−1, respectively.



Fourier transform. These quantities constitute a good start in describing the time-

dependence of acoustic intensity fluctuations.

The effect of having gaps in the intensity time-series seriously complicates the

estimation of the PSD and temporal autocorrelation function by introducing various

types of bias into the estimates. The simplest solution to the problem of gappy data,

when one wishes to compute the spectrum, is to simply fill in the missing data with

“0”’s. The study using the AR(1) model showed that for a nearly flat spectrum, the

result of doing so with the transmission schedule used in PhilSea09 was to lower the

spectral level by 3 dB to 4 dB: substituting zeroes effectively lowers the energy level.

This was partially offset by the rise at higher frequencies, as shown in panel B of

figure 3.11. The rise at high frequencies was probably due to aliasing of bogus high

frequency content introduced by abrupt gap edges.

The spectrum of the lowess trend from the measured ID-3 data had an elevated

level at low frequencies and fell very rapidly with increasing frequency. This is as

expected, since the lowess trend is largely a low-frequency process. Introduction of

gaps into the trend caused a decrease in the slope of that fall—alternatively, the gaps

caused a rise in spectral level at high frequencies (again, abrupt gap edges add high-

frequency energy). By comparing panels A, C, E, and G of figure 3.11, it is apparent

that the PSD of the trend exceeded that of the AR(1) process for frequencies below

1× 10−4Hz. Comparing panels E and G, it may be seen that the spikes are effectively

reduced by filling the data gaps with an interpolated trend instead of with “0”’s. This

fact leads to the idea to alter the TDMCPE prediction by imposing gaps in order to be

able to compare it with data. Though the spikes could be reduced nearly completely,

the elevated level at high frequencies due to the gaps could not be corrected. The

failure to remove this bias means that the comparison between the predicted and

measured spectral slope may not be trusted. The situation at low frequencies (below

90



1× 10−4Hz), however, is probably not as dire; it was shown that replacement of data

in the gaps with the interpolated trend caused the spectrum to be changed very little

from its true value.

3.5 Conclusions

Data outliers due to equipment malfunction, signal ramp-up, elevated noise or weak

SNR, and man-made noise sources such as passing ships and sonar were detected and

removed. This clean-up effort helped to contribute a set of measured intensity time-

series to the ocean acoustics community for further study. Time-series were obtained

at 30 hydrophone depths for path ID-3, 25 depths for paths ID+4 and ID-4, and

28 depths for path ID+5. These data have an unprecedented temporal resolution of

7.2 s, allowing the study of very short timescales of fluctuation. The measurements

encompass a time period of just over 60 h.

Simulated time-series of intensity resulting from broadband propagation through

a model of the time-evolving internal-wave-perturbed ocean, at a time-step of 240 s

for 320 h at a 1m-depth spacing have also been contributed. This data-simulation

pair will allow other predictions and estimates of other quantities to be compared:

for example, the vertical correlation of intensity.

Predictions by TD MCPE of the one-sided PSD and the temporal correlation

function at all hydrophone depths have been computed, and appear in appendix D.

These predictions will be available for comparison to measurements when the problem

of bias in spectral estimates is more satisfactorily solved.

The spikes in the PSD which appear at particular frequencies were a product

of the transmission gaps, and were only present in the estimates for the path with

fades. These spikes were mostly removed by replacing the missing data with an

interpolated lowess trend. The results of the studies of bias using AR(1) and TD
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MCPE simulations showed that it was possible to remove the bias for some portions

of the spectra. The correlation function was affected in a less-understandable way—

and therefore the estimate of this quantity from the measurements was not included

here.

A method to remove the bias at high frequency due to transmission gaps was not

found here, but comparison between predicted and measured spectra at low frequen-

cies was made. The spectra were better predicted for path ID+4 than for ID-3 at

the low frequencies where path ID-3 had an increased spectral level. The comparison

between the predicted and measured PSD was good for the two paths at frequencies

above 1× 10−4Hz. The local maximum in spectral level at a frequency of 1 d−1 that

was predicted was not observed; this may be due to the small number of spectral

points at the low frequencies, i.e. poor resolution for periods of approximately 1 d

and longer in the measured data. The fades in path ID-3 likely caused the large

disagreement between prediction and measurement seen at the low frequencies. To

the extent that it can be assumed that replacement by the interpolated trend affected

the prediction in exactly the same way as it does the measurements, the spectra were

seen to compare well at intermediate and high frequencies.
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Chapter 4

ON DEEP FADES

94



4.1 Introduction

In chapter 2 it was seen that the MCPE simulation confidence intervals encompassed

the experimentally-measured values for the SI and the rms log-amplitude σι for hy-

drophone depths from 625m to 1125m for path ID-3. Below this depth, the measured

values increased beyond the prediction (see figure 2.11), and the similarity between

empirical intensity distributions decreased. Deep fades with durations of 12 h to 18 h

were easily recognizable at hydrophone depths at which the predictions of fluctuation

measures under-predicted the observations. As path ID-3 has the shallowest UTP of

all paths in PhilSea09, a difference in variability in the extreme upper ocean between

the simulated oceans and in-situ measurements seems a good place to start looking

for the cause of these deep fades.

Various features of the Philippine Sea propagation environment were not modeled

by the MCPE simulations that were presented in chapters 2 and 3. The sound speed

model in the simulations consisted of a range-independent smooth, average profile

c(z) plus perturbations δc(x, z) due to vertical internal-wave displacements. As was

mentioned in chapter 2, the Philippine Sea has greater oceanographic variability than

those environments for which the GM model has been found to be sufficient for mod-

eling acoustic fluctuations. This greater variability is manifest in slow (timescales of

several days to weeks or months) mesoscale (spatial scales of order 100 km) range-

dependence and in large local internal tides. The internal tides’ most energetic com-

ponents are at diurnal and semi-diurnal timescales, and have spatial scales which

overlap the order 100 km mesoscales at the longest scales and are tens of km at the

smaller scales.

The effect on the acoustic intensity of these two most obvious oceanographic fea-

tures is not addressed by the MCPE simulations—at least not specifically or intention-

ally. The values of the parameters and the functional forms of mode and wavenumber

95



spectra in the GM model of the diffuse internal waves, being empirically-derived, have

undoubtedly been influenced by other processes. For example, the presence of local

internal tides may have contributed to the value of the standard GM strength. This

is not a criticism of the model, but rather a recognition of the fact that nature doesn’t

consider the scientists’ need to isolate a particular physical process in order to most

accurately measure and characterize it.

Some model-environment mismatch in the extreme upper ocean is apparent in

figure 4.1, in which 21 CTD-derived sound-speed profiles taken during PhilSea09 are

plotted against a set of profiles taken from internal-wave-perturbed model oceans.

This mismatch is not a complete surprise, given that the GM model was not intended

for the extreme upper ocean; the boundary condition for the vertical internal-wave

modes requires them to go to zero at the ocean’s surface. Also, in the approach

taken in chapter 2, the GM strength parameter was set by excluding the contribution

due to the local internal tides at several frequencies, thus extra variability should be

expected in the actual ocean as compared to the model oceans.

Figure 4.1 exemplifies the extent to which the MCPE model environments under-

represent the measured sound-speed variability. The MCPE model oceans were built

upon a range-independent “background” sound-speed profile, and should not be ex-

pected to contain all of the variability. For example, some of the profile-to-profile

differences between the measured casts represent range-dependence that would not

change much over the duration of the acoustic transmissions. The necessary amount

of range-dependence to be included in a model environment is likely geometry- and

geographical location-dependent.

Section 4.2 will present a variety of in-situ measurements, including satellite mea-

surements made completely independently of the experiment, but that are available to

the general public. In addition, sound-speed profiles measured in 2010 by autonomous
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Figure 4.1: Shown here is a comparison of the 21 sound-speed profiles taken during
PhilSea09 (black curves), with 21 profiles taken randomly from MCPE model oceans
(cyan curves), and the range-independent average profile from the experiment (red
curve). Panel A shows the full water-column depth and panel B is identical except
that it shows only the upper 300m.



underwater vehicles called “Seagliders” will be considered in section 4.4, as they pro-

vide many more measurements of the extreme upper ocean in the region—though

at a different time of year. Section 4.3 will explore predictions of the variability in

intensity that is to be expected due to the character of the measured sound-speed

profiles shown in figure 4.1.

Section 4.4 focuses on a particular feature of the upper ocean: the surface mixed

layer. The definition of the term “mixed layer” will be loosened slightly in consider-

ation of its effect on acoustic propagation, as will be explained in that section. An

attempt to characterize the mixed layer in the region, and predictions of intensity

using a simple range-independent model will be presented.

In section 4.5, the local internal tides are examined. A simple internal-tide model is

constructed using environmental measurements made at the DVLA, with the purpose

of answering whether those measurements may be used to infer something about the

internal tide at the location of path ID-3’s UTP.

In this chapter, two hypotheses will be considered. One hypothesis involves in-

teraction of the acoustic energy propagating along path ID-3 with a surface mixed

layer. To explore the possibility of interaction with a surface mixed layer, the same

range-independent profile used in the MCPE modeling was modified to include a

mixed layer. Some of the results from acoustic mode propagation through the mod-

ified sound speed profile are consistent with this hypothesis. The other hypothesis

involves a combination of the effects of mesoscale variability with sound-speed fluc-

tuations caused by internal tides. Acoustic propagation modeling through some of

the measured sound-speed profiles and the measurements of sound-speed fluctua-

tions taken by instruments on the DVLA are consistent with this second hypothesis.

Oceanographic measurements were too sparse to uniquely identify the primary pro-

cess influencing the intensity fades—or as seems more likely—apportion the influence

98



to multiple confounding processes in a possible mixture.

4.2 Environmental measurements: 2009

4.2.1 AVISO

To begin our survey of the environmental data taken in the PhilSea09 and PhilSea10

experiments, measurements of sea-surface height (SSH) taken from the AVISO (Aviso

and support from Cnes, 2012) database will be presented. These measurements give

a synoptic view of the region of the experiment, and best represent the mesoscale

variability that was present. Figure 4.2 shows six measurements, spanning longitudes

from about 119.5° to 130.5° E and latitudes from 15.5° to 26.5° N, and spanning

times from YD 98 to YD 133 of 2009. This period of time is also about the same as

that over which the DVLA was deployed; instruments attached to the DVLA took

measurements of temperature, salinity (from conductivity), pressure, and current

velocity. The DVLA environmental measurements will be compared with the SSH

measurements in this section, for the purpose of putting the experiment into its

physical context, and providing some verification that interpretations of the various

environmental data are consistent.

There are a few mesoscale-sized features that seem to persist throughout the period

of time shown in figure 4.2. Two features in particular should be pointed out: the first

is visible in the panel marked YD 98 at about 21.5° N latitude at the right edge of

the panel as a depression (blue) in SSH, and the second feature is visible at about 21°

N, 127° E as an elevated region (red). Elevated SSH is indicative of parcels that are

composed of warmer water and depressed SSH indicates colder water. Plotted over

the SSH are the current vectors, also available from AVISO, which are calculated

assuming geostrophic balance.

Both of the features appear to move westward over the duration of the experiment.
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The northern edge of the elevated feature moves across the position of the DVLA

around YD 112. If the assumed geostrophic balance provides an accurate picture of

the currents, it would be expected that current velocity at the DVLA should have a

positive northward component as the elevated feature approaches the DVLA, followed

by a negligible north-south component, and then be directed southward as the feature

recedes from it. A positive eastward component would be expected throughout the

duration of the experiment.

4.2.2 Currents at the DVLA

An upward-looking acoustic Doppler current profiler (ADCP) was located on the

DVLA, providing measurements over the depth range 350m to 100m. The current

velocities measured by the ADCP are shown in figure 4.3. The vertical striping is

caused by the diurnal internal tides’ modulation. As is consistent with the geostrophic

currents derived from SSH, the eastward component is positive during the time of the

experiment, and the north-south component goes from northward to southward over

the same period of time.

Figure 4.2 (facing page): Shown is the sea surface height (SSH) from the AVISO
database, with u and v superimposed—also from AVISO. The position of the DVLA
is indicated by the circle and the diamond indicates the position SS107, from which
acoustic transmissions were conducted. The islands of Taiwan and Luzon are labeled
“TW” and “LU”. The color scale is from -30 (blue) to +30 (red) cm. The yearday
appears in the top center of each plot; shown here are measurements taken during
the duration of the DVLA’s deployment. Positive (negative) values of SSH are as-
sociated with features composed of warmer (colder) water temperatures. Westward
propagation of a warm-water feature that is located at 21° N, 127° E on yearday 98
is apparent during the span of the measurements. The warm feature is seen to pass
over the position of the DVLA. A cold-water feature that is located at 21.5° N, 129.5°
E on yearday 98 propagates westward during the span of the measurements—coming
into contact with the DVLA near the end of its deployment.
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Figure 4.3: Shown are the currents measured at the DVLA by the upward-looking
ADCP. Currents in the East-West (+/-) direction are shown in panel A and in the
North-South (+/-) direction in panel B.
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Figure 4.4: Shown is the low-pass (periods longer than 24 h) horizontal current ve-
locity at the DVLA. Panel A is the East-West +/- component and panel B is the
North-South +/- component.

The same currents, de-meaned and then low-pass filtered with a 3rd-order Cheby-

shev filter for frequencies below 1 /24 h, are shown in figure 4.4. In this case, the

banded appearance is due to currents with frequencies near the inertial frequency at

1 /32 h—i.e. . The inclination of the bands that is apparent before YD 113 would

seem to indicate upward-propagating waves.

4.2.3 Seawater properties at the DVLA

De-meaned and low-pass (for frequencies below 1 /24 h) filtered temperature and

salinity at the DVLA are shown in figure 4.5. It is apparent in panel A of the figure
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that around YD 105, warmer water passed by the DVLA, resulting in deepening of

isotherms and, after YD 115, the warmest water at depths shallower than 120m has

gone away. The deepened isotherms remain, leaving a diminished vertical gradient in

temperature.

The salinity record shown in panel B of figure 4.5 exhibits an increase in salinity

beginning at YD 105. After YD 115, the salinity decreases below the value observed

before YD 105, and the gradient in the depths from 150m to 90m is diminished.

De-meaned and low-pass filtered density and sound speed are shown in figure 4.6.

The observed decrease in temperature after YD 105, accompanied by an increase in

salinity apparently resulted in an overall decrease in density: the isopycnals deepened

and, then after YD 115 spread further apart. The same changes in temperature and

salinity resulted in an increased sound speed after YD 105. When the warm, salty

water that was present from YD 105 to YD 115 goes away, the sound speed decreases

and the vertical gradient becomes smaller than it was before YD 105 and is espe-

cially weak above about 150m depth. This is all consistent with the proportionality

(inverse) between temperature and sound speed (density), and the proportionality

between salinity and both sound speed and density.

Figure 4.7 shows a comparison between sound speed and the northward component

of current velocity, where both variables have been de-meaned and band-pass filtered

for frequencies from 1 /24 h to 1 /12 h. The first period of time shown in panels A

and B in the figure is from YD 105 to YD 115. Between YD 105 and YD 110 the

northward current corresponds directly in time with an increase in sound speed, over

the whole depth span shown. From YD 110 to YD 115 the currents in the north-south

direction weakened and then appear to be less coherent in the vertical direction. The

sound speed variability during that same period took on a different character, with

maxima from 100m to 200m occurring at different times than those occurring at
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Figure 4.5: Shown here are the temperature, plot A and salinity (via conductivity),
plot B measurements taken by the microCAT sensors on the DVLA. Only the upper
200 dbar are shown. Data have been low-pass filtered for periods longer than 24 h for
clarity of presentation. Notice the warmer temperatures evident from yearday 105 to
115. This is in agreement with what would be expected from the SSH measurements
shown in figure 4.2. During the same period there is an elevated level of salinity
compared to before and after the same time period.



A

YEARDAY 2009

P
R

E
S

S
U

R
E

 [d
B

ar
]

 

 

95 100 105 110 115 120 125

100

120

140

160

180

200

D
E

N
S

IT
Y

 [k
g/

m
3 ]

23.6

23.8

24

24.2

24.4

24.6

24.8

25

25.2

25.4

B

YEARDAY 2009

P
R

E
S

S
U

R
E

 [d
B

ar
]

 

 

95 100 105 110 115 120 125

100

120

140

160

180

200

S
O

U
N

D
 S

P
E

E
D

 [m
/s

]

1522

1524

1526

1528

1530

1532

1534
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115, followed by a decrease in the vertical gradient of both quantities after YD 115.



depths from 200m to 300m.

Panels C and D of figure 4.7 show the same measurements from YD 115 to YD

125. The dual-maxima structure in the sound speed before YD 115 is visible in the

north-south currents after YD 115, with a minimum in current variability between

the two maxima appearing to descend in depth from YD 115 to YD 125. The sound

speed variability over the time period shown in panel D is characterized by stronger

variability below 150m depth—and very weak variability above that depth.

4.3 Intensity variability by profile

The vertical CTD casts provide information about the vertical structure of sound

speed down to scales much smaller than an acoustic wavelength at 284Hz. The

measurement is almost a snapshot: the instrument takes about two hours to descend

to the full ocean depth around 5 km or 6 km, as was the case in the Philippine Sea. No

information is provided in the horizontal, however, and none of the other available

measurements provide detailed information, except in the vertical. The horizontal

extent of an UTP is of a similar scale to the horizontal correlation length of sound

speed; a simple model that could be constructed from the CTD cast information is a

measured sound-speed profile as a range-independent model, c(z).

An idea about how much variability in intensity might be expected from differ-

ences in these measured profiles could be gained from modeling acoustic propagation

through each of the set of such range-independent models. The set of 21 CTD casts

represent variability in the vertical sound speed profile over a span of time equal to the

duration of the experiment, and were taken over a transect with a length roughly twice

that of the acoustic propagation paths, and approximately co-linear with those paths.

An acoustic normal-mode propagation model is sufficient for a range-independent

sound-speed environment. Acoustic normal modes were computed over the same
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Figure 4.7: Comparison of northward current speed and sound speed fluctuations at
the DVLA position. Shown in panels A and C are the currents (band-pass filtered
for periods from 12 h to 24 h) in the North-South direction, with 5 cm s−1 contours for
two different 10 d spans of time. Shown in panels B and D is the sound speed filtered
with the same pass-band, with 0.25m s−1 contours.



band of frequencies used in the MCPE model, using the kraken (Porter and Reiss,

1984, 1985) computer code, and propagated through an environment consisting of

each measured profile. Path ID-3 was windowed out from the resulting timefronts,

and the intensity was calculated as the absolute square of the 284Hz Fourier compo-

nent for path ID-3 at each meter of depth from 625m to 1625m.

Selected results are shown in figures 4.8, 4.9, and 4.10—grouped according to the

cruise on which the individual profiles were taken. Upper-turning-point depths for

the various paths were given in table 2.1 in chapter 2. The reader will recall from this

table that the shallowest-turning eigenrays (in the smooth, average profile) of path

ID-3 arrived at the deeper receivers of the shallow sub-array, while those eigenrays

whose upper turn was slightly deeper arrived at the shallower receivers. For reference,

horizontal blue lines are plotted on the selected profiles that are shown in figures 4.8,

4.9, and 4.10 which follow—though the turning depths in any individual profile would

differ somewhat from those corresponding to the smooth profile. The local time at

which each cast was taken appears in each plot as well.

In figure 4.8, the sound speed is progressively slower above a depth of 150 meter

with each cast for casts 2, 3 and 4. Cast 5 does not follow this pattern, however, and

the sound speed is faster than the smooth, average profile for those same depths. The

predicted intensity is seen to decrease along with the slower sound speed, and then

to increase slightly as the sound speed increases with cast 5 at the shallowest receiver

depths shown.

The profiles shown in figure 4.9 were taken on different days, but were taken

closest in time to the time of the acoustic transmissions; profiles 9 and 10 were taken

the immediately before and after the transmissions. Casts 6 and 9 did not exhibit

sound speed that was markedly different from the smooth, average profile—and the

predicted intensity for those casts is not greatly different from that of the smooth
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Figure 4.8: Comparison of predicted intensities
for sound speed profiles measured in individual
CTD casts with the predicted intensity for the
smooth, average background profile. Shown is
a set of four profiles taken during the DVLA
deployment cruise (MV0905) during PhilSea09.
The black curve shows the upper 200m of the
measured profile and the red curve shows the
average range-independent profile used previ-
ously in MCPE modeling. Each profile is paired
with the predicted intensity for path ID-3 at the
depths of the upper sub-array, shown immedi-
ately to the right in each case. The local time,
“China Standard Time” abbreviated “CST” is
indicated in each panel. In the corresponding
intensity panel, the intensity shown in black is
that predicted for the particular profile; the red
curve is the intensity predicted for the range-
independent average profile. Blue lines show
the upper turning depths of ID-3 in the range-
independent average profile. The shallower of
the two blue lines is the upper turning depth of
the eigenray to the 1625m hydrophone.
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Figure 4.9: Comparison of predicted intensities
for sound speed profiles measured in individual
CTD casts with the predicted intensity for the
smooth, average background profile. Same as
figure 4.8 with profiles taken as part of the cruise
during which acoustic transmissions were made
(MV0906). The third cast was taken immedi-
ately following the acoustic transmissions, to the
north of SS107.



profile. Profile 10 had slower sound speed at the turning depths for ID-3 and the

intensity was diminished by about 10 dB. Profile 10 was taken a few hours after

acoustic transmissions ended.

The final group of profiles is shown in figure 4.10. The casts were taken as the

ship progressed southward along the propagation track. None of the profiles caused

a predicted intensity decrease as large as that of profiles 4 or 10.

It is difficult to identify exactly what it is about a given profile that causes a

predicted intensity decrease. Some possible mechanisms include ducting of acoustic

energy and focusing/de-focusing. Ducting refers to the idea that at places in an

acoustic path where energy is turning, the path might be extended or trapped in

the horizontal direction by weak vertical gradients in sound speed. Focusing/de-

focusing refers to the idea that decreases (increases) in intensity are due to spreading

(convergence) of paths; this could be caused by features of the sound speed profile

of tens of m in spatial extent (for this acoustic frequency). The specific cause of any

particular vertical dependence of intensity is likely quite difficult to identify in a given

profile—though in the cases of the two profiles with sound speed about 4m s−1 slower

than the smooth, average profile, the predicted intensity was up to 10 dB less than

for the smooth profile.

Figure 4.10 (facing page): Comparison of predicted intensities for sound speed profiles
measured in individual CTD casts with the predicted intensity for the smooth, average
background profile. Same as figures 4.8 and 4.9, profiles taken during the DVLA
recovery cruise (MV0907).
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4.4 Mixed layer

4.4.1 Introduction

The ocean’s near-surface mixed layer depth exhibits variability on several timescales,

most significantly for this discussion, seasonal and approximately daily. The largest

variability happens on the seasonal timescale; the mixed layer goes from its deepest

observed depths to not being present at all during particular times of the year.

During daylight hours, the upper ocean is heated by fluxes of sensible and latent

heat, as well as long-wave radiation into the surface and volume heating through

absorption of short-wave solar radiation. These inputs of heat are balanced by heat

leaving the upper ocean through long-wave radiation out of the surface. When these

fluxes amount to a positive net heat input into the upper ocean, the heating can result

in partial stratification (and therefore destruction) of the mixed layer, including a

near-surface mixed layer if the wind speed is large enough. In the absence of significant

wind, this daily-formed stratification may reach the surface.

The physical process immediately responsible for deepening of the mixed layer

is convection. At night, the short-wave solar radiation ceases and the overlying air

cools, causing a net negative flux of heat into the ocean’s surface. Water parcels near

the ocean surface cool until their density increases beyond that necessary for a stable

stratification, and then these parcels sink. There may be some convective penetration

in which the sinking parcels overshoot the bottom of the mixed layer, causing some

turbulent entrainment of the warmer underlying water of the thermocline into the

mixed layer.

The historical definition of the mixed layer depth was the depth over which the

temperature was seen to vary little, compared to the large gradient seen in the main

thermocline Soloviev and Lukas (2006). A more comprehensive definition would use
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density as the variable of interest; density depends not only upon the temperature,

but also on the salinity of the water. This is complicated by the possibility of a

profile in which the temperature varies little, but a jump in the salinity occurs. The

salinity and temperature may vary such that an increase in both variables is seen in

a particular parcel of water, giving no change in density. This water is dynamically

stable, but may have a different sound speed than that of the surrounding water. For

the purposes of studying the mixed layer’s effect on acoustic propagation, the more

appropriate variable for a mixed layer definition is the sound speed.

In a mixed layer composed of water with uniform temperature and salinity, the

sound speed gradient is slightly positive with increasing depth, with the increase

caused by the dependence on pressure. In the ray approximation, this feature causes

rays to be upward-bending in the mixed layer. A ray which would turn at some

depth near the surface will in the presence of a mixed layer instead bend toward and

reflect from the surface—causing a horizontal perturbation to its path. This could

be described as a temporary ducting of the sound, since the sound does not become

trapped in the layer.

In the CTD (conductivity, temperature, depth) and XBT (expendable bathyther-

mograph) casts made during 2009, the deepest mixed layer observed was 80m depth.

In the Seaglider-based measurements that will be presented in section 4.4.2, mixed

layer depths of up to 160m were observed, around YD 390 of 2010 (YD 390−365 = 25

of 2011). The acoustic transmissions discussed in this paper were made at the end of

the month of April 2009.

4.4.2 Mixed-layer depth measurements: 2010-2011

Seagliders are re-usable autonomous underwater vehicles that were developed by the

Applied Physics Laboratory and the Department of Oceanography at the University
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of Washington. Thrust is provided by controlling the buoyancy difference between

the Seaglider and the surrounding water; the pitch and roll are controlled by shifting

the internal position of the battery pack. Seagliders are capable of extended missions

with a duration of many months. Data recorded by Seagliders may be telemetered

via satellite each time the glider surfaces (Eriksen et al., 2001).

Four Seagliders were deployed in the Philippine Sea during 2010-2011 (Van Uffelen

et al., 2013). Seagliders are usually equipped with pressure, conductivity, and temper-

ature sensors, which take data continuously throughout their periods of deployment—

though in this experiment they were also fitted with hydrophones to record acoustic

transmissions for tomographic purposes. The acoustic data recorded by these Seaglid-

ers is not used in this thesis. One Seaglider, labeled SG513, completed 577 dives in

the time period between 12 November and 27 February; data taken during these dives

will be presented here.

The sound-speed profiles taken by SG513 were used to find the depth of the mixed

layer during each dive. Depths were chosen visually, by identifying the mixed layer

depth as the depth above which the majority of the water had a gradient in sound

speed dc/dz ≥ 0; i.e. an upward-bending (or no bending) profile. The motivation

for identifying this depth was the idea that ducting might play a role in causing the

intensity to decrease; in addition, the modeling presented in the next section, 4.4.3,

suggests that an increase in mixed-layer depth could cause the intensity to fade at

the receiver depths used in PhilSea09. A histogram of these depths appears in figure

4.11. Depths as large as 160m are observed in the profiles.

A lowess trend was estimated from the time-series of mixed-layer depth created

from the SG513 dives, and is shown in figure 4.12. The trend has variability on

timescales of 10 d, including possibly a seasonal change, with the mixed layer deep-

ening over the course of the period of time over which the dives were made by up to

116



20 40 60 80 100 120 140 160 180 200
0

10

20

30

40

50

60

70

MIXED LAYER DEPTH [m]

N
U

M
B

E
R

 IN
 B

IN

Figure 4.11: Histogram of hand-picked mixed-layer depths from the sound-speed pro-
files measured by SG513.



around 100m.

Figure 4.13 shows a histogram of the mixed-layer depth after the trend has been

subtracted from the time-series; this histogram gives an idea about how much the

depth of the mixed layer changes on shorter timescales around a day. Apparently,

changes by up to 60m are possible—but almost all of the short-time variability is less

than 20m.

4.4.3 ML effects: normal modes

Sound-speed profiles were created with mixed layer depths from 2m to 120m. The

mixed layers were given a vertical gradient in sound speed (just the gradient due to

the pressure effect) which matched that observed in CTD casts; this gradient was es-

timated from pure mixed layers, i.e. well-mixed surface mixed layers—as opposed to a

mixed layer which only satisfies the weaker condition dc/dz ≥ 0. Modes that had been

computed for each profile using the kraken model for each acoustic frequency were

propagated through each range-independent model environment to 106.6 km range.

The arrival for path ID-3 was windowed, then Fourier-transformed and the absolute

square of the 284Hz component was calculated as the single-frequency intensity.

The top panel in figure 4.14 shows the modeled effect of a mixed layer on the

acoustic intensity for receiver depths spanned by the upper sub-array. The modeling

predicts a change of less than 3 dB for mixed-layer depths less than 55m. Three

regions of very large decreases in intensity appear in the prediction; these are the

round white spots. The color is white because the decrease in intensity is greater than

the deepest contour of the color scale shown. A decrease of about 9 dB is predicted

around the three deepest hydrophone depths of 1475m, 1550m and 1625m for mixed-

layer depths around 90m. The intensity decrease is greater for deeper hydrophone

with any given mixed-layer depth. The intensity is predicted to begin to increase for
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Figure 4.12: Time-series of mixed-layer depth from SG513 dives, along with a lowess
trend in red. The curve centered at a depth of 0m is the same time-series with the
trend removed.
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Figure 4.13: Shown is the histogram of deviations in mixed-layer depth from the trend
shown in figure 4.12.



MIXED LAYER DEPTH [m]

R
E

C
E

IV
E

R
 D

E
P

T
H

 [m
]

 

 

25 50 75 100 125 150 175 200

600

800

1000

1200

1400

1600

I [
dB

]

−70

−65

−60

−55

−50

−45
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mixed-layer depths greater than about 105m for receiver depths around 1600m.

4.5 Internal Tides

4.5.1 Introduction

Internal tides (a baroclinic phenomenon) are generated when barotropic tides cause

fluid flow over ocean bathymetry. Upon flowing over the bathymetry, isopycnals are

disturbed and internal waves radiate from the location: this is conversion of barotropic

to baroclinic energy (Zhao et al., 2012). Because the forcing is tidal, internal tides are

dominated by waves near the constituent barotropic tidal frequencies. The amount

of energy radiated at particular frequencies from a given location should depend on

the geometry in terms of the tidal flow direction relative to the bathymetry, the

depth of the bathymetry, and to the relative strength of the tidal components there.

For example, in the Philippine Sea the diurnal internal tide radiates from the Luzon

Strait, and the semidiurnal tide from both the Luzon Strait and from the arc of the

Kyukyu Islands. An additional nearby source of internal tides is the Mariana Island

Arc; flow across the bathymetry between islands combines with the shape of the arc to

produce a beam of waves directed eastward, and slightly to the south of the PhilSea09

experimental region.

A model of plane internal-waves at tidal frequencies is described in this section.

The purpose of constructing this model is to get an idea of how well sound-speed

perturbations due to internal tides might correlate between the DVLA and ID-3 UTP

positions. We obtained records of the sound speed at the DVLA, but would like

to know how well these measurements might predict the changes in sound speed at

the ID-3 UTP, located 106.6 km to the north-northeast. The sound speed record

from the pumped microCAT sensors on the DVLA exhibits, after being band-pass

filtered for frequencies including the diurnal and semidiurnal frequencies, sound-speed
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perturbations of approximately ±4m s−1. Recall that this is the same amount that

CTD profile numbers 4 and 10 were slower than the average profile; these profiles

were associated with a decreased predicted intensity for path ID-3 using normal mode

propagation modeling in section 4.3.

4.5.2 Model

The plane-internal-wave model consisted of the sum of the first ten modes at the

diurnal and semidiurnal frequencies, with each mode given an amplitude and phase,

akh,j and θkh,j, respectively. The vertical modes φ(z)kh,j come from solution of the

same equation that was solved for the internal-wave model used in MCPE calculations

presented in part I; the eigenfrequencies are the modal phase-speeds ωkh,j.

ζ(z, x1, t)DV LA =

kh2∑

kh=kh1

10∑

j=1

akh,jφ(z)kh,je
i(ωkh,jt+θkh,j)

ζ(z, x2, t)UTP =

kh2∑

kh=kh1

10∑

j=1

akh,jφ(z)kh,je
i(ωkh,jt+θkh,j+khkh,j ·r)

(4.1)

where r is the vector pointing from the position of the DVLA to the approximate

position of the UTP for path ID-3. There are several parameters that may be adjusted

in a model of this kind: the mode amplitudes and phases (possibly including some

sort of randomness), the number of modes, and the directions of the waves. There

are two questions that this section endeavors to address: “how well-correlated is the

internal-tide-induced sound-speed variability at the positions of the DVLA and the

path ID-3 UTP?”, and “if the variability between the two positions is well-correlated,

how large is the lag in time for maximum correlation?”. Both questions will depend

on the direction of the wave; for example, there is perfect correlation at zero lag

parallel to a wavefront, for waves that are all going in the same direction. The phases

and amplitudes of the waves should affect the correlation. The frequency-dependence
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of the energy content of the waves is important for both questions because different

spatial scales (wavelengths) will be more or less prevalent.

Though it may be possible to make a likely model in terms of these variables, the

approach taken here was to try some realistic values or ranges of values for each, and

perform a (200) Monte Carlo simulation on the phase of the waves. The direction of

propagation of the diurnal and semidiurnal internal-tide constituents was estimated

by fitting an ellipse to the current direction each day for YD 116 through YD 119.

Currents were either band-pass filtered for the diurnal or semidiurnal frequency before

the fit was calculated. Only waves at these two constituent frequencies are included

in the model.

Four scenarios were considered with regard to the internal-tide model. In the

first scenario, the direction vector for the waves was the estimate of the direction of

the semimajor axis of the diurnal ellipse for each of the four days, and the diurnal

component was given more power than the semidiurnal component. The second

scenario was the same as the first, except that equal power was given to diurnal and

semidiurnal components. The third scenario had different directions for the diurnal

and semidiurnal waves, again estimated from the ellipse fits to the currents—and more

power in the diurnal than semidiurnal components. The fourth scenario was the same

as the third, except that equal power was given to the diurnal and semidiurnal waves.

To summarize, each scenario had either equal or unequal power in the diurnal and

semidiurnal, and the same, or different directions; in all cases the directions for the

four days were estimated from the currents at the DVLA by fitting an ellipse to those

currents and taking the semimajor axis direction as the direction for the waves.

In all scenarios, the relative power given to each mode was given by the relation

H(j) =
hnorm

j2 + j2
∗

(4.2)
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where hnorm is set to make the sum over modes equal to unity. The phase in all cases

was a random number from a uniform distribution with 0 ≤ θ < π. The phase was

matched for the diurnal and semidiurnal components for all modes, then advanced

at the phase speed appropriate for each mode and frequency for the approximate

distance from the Luzon Strait to the DVLA (ζDV LA) and then advanced further for

the projection of the wave direction onto the DVLA-UTP direction vector (ζUTP ).

Each displacement time-series was converted to a sound-speed perturbation by

multiplication by the potential sound speed gradient dc̄Pot./dz, calculated from the

smooth, average profile. Example time-series for one of the four scenarios appears in

figure 4.15.

The lag which maximized the correlation between the sound-speed perturbation

at the DVLA and ID-3 UTP positions was calculated at each depth

τ∗ = argmax
τ

RδcDV LAδcUTP
(τ) (4.3)

where R is the cross-correlation sequence. A positive lag indicates that the displace-

ment at the ID-3 UTP position correlates best with the sound speed perturbation at

a later time at the DVLA. The maximum correlation at each depth for the Monte

Carlo simulations for each of the four scenarios is shown in figure 4.16. The lag at

each depth, for each simulation, that gave the maximum correlation is shown in figure

4.17.

4.6 Discussion

The mesoscale variability that was evident in figure 4.2 is not necessarily indicative

of the presence of an eddy, but could instead be explained as linear Rossby waves.

Linear vs. nonlinear waves are distinguished in this case by the metric U/C, where U

is the maximum rotational fluid velocity in the interior of the possible eddy, and C is
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Figure 4.15: Comparison of example sound speed perturbation time-series for the up-
per 500m at the DVLA (panel A) and at the ID-3 UTP position (panel B) for a single
realization of the internal tide model. The comparison shown here is one of the four
scenarios with lower correlation: power in the diurnal and semidiurnal components
is equal, the angle is such that the projected distance between the DVLA and the
ID-3 UTP is greatest, and the diurnal and semidiurnal contributions are coming from
different horizontal directions. In the models with the highest correlations, the waves
arrive at the two positions simultaneously, the diurnal component has greater power,
and the diurnal and semidiurnal waves are in the same horizontal direction.
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Figure 4.16: Monte Carlo histograms of correlation value vs. depth. Panels A-D in
each row show the Monte Carlo histogram (200 samples) of the correlation value vs.
depth for models with greater power in the diurnal contribution than that in the
semidiurnal. Panels E-H in each row show the same for a model with equal power
in diurnal and semidiurnal contributions. Panels A-D show the results for models
corresponding to YD 116-119, respectively—panels E-H are in the same order, with
each panel representing one day. The direction of the waves was set by the estimate
of the current ellipse semi-major axis direction for each day (with separate estimates
for diurnal and semidiurnal components; in some models the direction for the diurnal
and semidiurnal components were set to the separately-estimated directions for each
component, while in other models the diurnal direction was given to both compo-
nents). The top row of plots show models with diurnal and semidiurnal contributions
having the same horizontal direction, and the bottom row of plots show models with
different horizontal directions for diurnal and semidiurnal components. The vertical
black line indicates the value of 1/e in all plots.
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Figure 4.17: Monte Carlo histograms of lag value (in days) vs. depth. Panels A-D in
each row show the Monte Carlo histogram (200 samples) of the lag value τ∗ vs. depth
for models with greater power in the diurnal contribution than that in the semidiurnal.
Panels E-H in each row show the same for a model with equal power in diurnal and
semidiurnal contributions. Panels A-D show the results for models corresponding
to YD 116-119, respectively—panels E-H are in the same order, with each panel
representing one day. The direction of the waves was set by the estimate of the current
ellipse semi-major axis direction for each day (with separate estimates for diurnal and
semidiurnal components; in some models the direction for the diurnal and semidiurnal
components were set to the separately-estimated directions for each component, while
in other models the diurnal direction was given to both components). The top row
of plots show models with diurnal and semidiurnal contributions having the same
horizontal direction, and the bottom row of plots show models with different horizontal
directions for diurnal and semidiurnal components. The vertical black line indicates
the value of 0 in all plots.
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its translational speed (Fu et al., 2010). The strength of the non-linearity determines

whether the particular feature could be classified as a coherent vortex that could trap

and transport water (Samelson and Wiggins, 2006) from another location (thereby

providing a potential large-scale inhomogeneity in the sound-speed field), or as some

transient event which may not have as significant of an effect on the sound-speed

field. While one might attempt to calculate this metric for the features seen in the

SSH measurements, the point seems moot; whether or not the features are actually

propagating, coherent eddies would not affect the fact that substantial changes in

the measured properties of temperature and salinity (and therefore sound speed) do

appear to be associated with them.

What is clear is that a mass of warmer, saltier water passed by the upper few

hundred meters of the DVLA position at the same time as an increase in elevation of

the SSH was observed. This was followed by a nearly 10 d-long period during which

the vertical gradient in sound speed was observed to be much weaker than it had

been previously. It was during this time that the acoustic transmissions were made,

and path ID-3 was seen to experience intensity fading of around 10 dB. Associated

with the decreased vertical gradient (or, alternatively, with the slower sound speed)

intensity predictions for individual profiles were decreased by 10 dB relative to the

prediction for the smooth, average profile. The temporal modulation that is observed

in the ID-3 time-series could be caused by vertical displacements by internal tides

resulting in changes in the sound speed profile.

With regard to the predictions of intensity vs. mixed-layer depth, the predicted

decrease in intensity seen in figure 4.14 is of somewhat lesser magnitude than the

observed fades, given the deepest observed mixed-layer depth of 80m from 2009. Of

course, there is significant range-dependence in the actual ocean, which would change

the received intensity in some unknown way. Unfortunately, this range-dependence is
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not known well enough to build a corresponding model. A major problem with the

hypothesis that interaction with the mixed layer alone could have caused the fades

is that the mixed layer should be deepest in the early morning hours before the sun

rises, but the fades occurred during local daylight hours. Shipboard measurements of

wind speed, short- and long-wave radiation, precipitation, surface temperature, and

currents were also examined (shown in appendix E). Nothing in these records seemed

to correlate well in time with the fades, or otherwise suggest any reason to expect that

the (strictly-defined) mixed layer depth deepened beyond 80m during the acoustic

transmissions.

An ocean model that contained a mixed layer with forcing due solely to random

“background” internal waves would be missing the great majority of the physics that

are known to drive changes in the mixed layer depth. Internal waves are known to

perturb the base of the mixed layer, but a model in which diffuse internal waves

provided the only forcing would be unrealistic compared to a more complete model

that included, for example, surface heat fluxes. The processes that force the mixed

layer are quite different than those causing sound speed inhomogeneities at deeper

depths. The primary physics behind those changes is the diurnal pattern of heat

input from solar radiation, which in turn causes stratification, followed by mixing

through convective overturning when the heat input ceases at night. Also important

could be wind stress. Inclusion of these would involve construction of a much more

complicated model than the one used in this work.

Similarity between the spectra of vertical displacement and current spectra (not

shown) suggests that the internal tides explain the (tidal-timescale) currents: the ver-

tical displacement would not be present if the currents were caused by the barotropic

tides. The angle of orientation of the semimajor axes from the ellipse fits to the diur-

nal currents varied by less than 20° from YD 116 to YD 119, and for the semidurnal
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by less than 40°. The internal-tide model makes several approximations. The first

approximation is to assume plane waves, which is not an unreasonable starting point,

given that the unknown refractive effect of mesoscale variability on internal tides is a

current research topic, and given a lack of detailed information regarding this variabil-

ity. Rainville and Pinkel (2006) developed a ray model to study the refractive effect

of mesoscale currents on internal-tide propagation, and found that mode one was only

slightly affected, but the phases of higher modes (three and above) were randomized.

Colosi et al. (2013) found evidence of spatial dependence of the internal tides in the

Philippine Sea while comparing the DVLA measurements to measurements made at

the T1 mooring mentioned earlier, pictured in figure 2.1.

The internal-tide modeling presented in this thesis predicted that the correlation

between sound-speed perturbations from internal tides at the positions of the DVLA

and ID-3 UTP should be high. Therefore, the measurements at the DVLA should be

good predictors of what happened at the ID-3 UTP. However, the model also showed

that a lag of up to half a day would be possible, given uncertainties in the model

parameters. The strongest effect on correlation between sound-speed perturbations at

the two positions was the relative strengths of the diurnal vs. semidiurnal components.

The lag between high correlation values at the two positions depended mostly on the

direction of the waves. The timescale of the fades compares well with that of the

tidal current and sound-speed fluctuations measured at the DVLA. The possibility of

a lag between the two positions does not allow elimination of the hypothesis that the

internal tides caused the fades, based on the comparison of the timing of the measured

environmental fluctuations to the timing of the fades.

Current shear may become important to acoustic propagation where the vertical

gradient of sound speed is smaller than the vertical current shear. This effect could

become important when the ratio of the vertical sound-speed gradient over the buoy-
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ancy frequency is of order one (Sanford, 1974). This criterion is met by the smooth,

averaged profile used in propagation calculations in this thesis. Clearly, in the up-

per ocean (where the buoyancy frequency is greatest), several of the profiles taken

during PhilSea09 exhibited regions in the vertical with little or no change in sound

speed. The internal-tide currents then give an effective reduction or augmentation in

sound speed, causing ducting. Ducting may alternatively occur when the internal-

tide-related sound-speed perturbation causes the already weak vertical gradient to

become very small or slightly positive with increasing depth; the acoustic path then

changes such that some energy is ducted, yielding a reduction in intensity.

Acoustic propagation as modeled in this thesis has all been restricted to a vertical

plane. In the case of the background internal waves, this seems reasonable for the

following reason: the vertical correlation length for vertical displacements (which

provide the greatest part of sound-speed perturbations) is on the order of 100m,

while the horizontal correlation length scale is closer to a few km. In the presence

of strong local internal tides, it seems likely that the horizontal correlation function

would be anisotropic. The direction of acoustic propagation relative to the direction

of the internal tides could then become important—though it is difficult to see how

this might decrease the correlation length in the horizontal. The possibility remains

that the internal tides imparted some (deterministic, strong—relative to the diffuse

internal waves) range- and un-modeled time-dependence to the sound-speed field.

4.7 Conclusions

The depth-dependence of the intensity fades (increasing with depth over the span

of the upper array) predicted by the mixed-layer modeling is consistent with the

observations, though the magnitude is a few dB less than the observations. A model

of mixed-layer depth driven primarily by diurnal heating would be inconsistent with
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the timing of the observed fades. The sound-speed perturbations at the DVLA are

observed to be smaller in the depth range from 90m to 150m after the warm-water

mesoscale feature passes over the DVLA, while the vertical gradient in sound-speed

is observed to also be smaller during the same period.

A simple plane-wave internal-tide model predicts high correlation between tidally-

induced sound-speed perturbations at the DVLA and at the ID-3 UTP, along with

a possible time lag—depending mostly on the horizontal directions of the diurnal

and semidiurnal tidal components. Modeling of acoustic mode propagation through

range-independent individual measured sound-speed profiles suggests that profiles

with slower sound speed near the ocean’s surface, or with diminished vertical gradients

would be susceptible to intensity fading through ducting or focusing/de-focusing of

acoustic energy. Internal-tide currents could possibly play a role in the process if the

direction has a strong component in the direction of acoustic propagation—though

it seems possible that the sound-speed perturbations due to internal-tide vertical

displacements alone could provide the observed temporal modulation in the measured

intensity time-series for path ID-3.
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Chapter 5

CONCLUSIONS
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5.1 Conclusion

One of the goals of the PhilSea09 pilot study/engineering test was to test the viability

of a Monte Carlo method with random GM internal waves for predicting intensity

fluctuations. The model was to be tested for time-independent (SI and variance of

log-intensity) and time-dependent measures (the power spectral density and temporal

autocorrelation function of intensity). The first test was passed for paths ID+4, ID-4,

and ID+5 at all hydrophone depths considered in the analysis—and for path ID-3 for

about half of the depths. The second test was complicated by gaps in transmission due

to equipment failure and due to interfering signals in the water, of unknown origin.

MCPE predictions for the power spectrum and temporal autocorrelation function

have been computed (shown in appendix D). Attempts to understand the gaps’ effect

on these quantities were made, but a more-satisfactory solution to the “gappy-data”

problem is left as future work. A cumulative effect of UTP number on the time-

independent statistics was not observed. Finally, the relation between some effects

of un-modeled features of the environment and the intensity fades observed in path

ID-3 was explored. These features that were studied included a surface mixed, or

weakly-stratified layer and internal tides. Some combination of these features seems

a plausible explanation for the fades, though without further measurement the cause

cannot be known conclusively.

5.2 Direction for future work

In the near-term, i.e. the next two years, future work will be comprised of two par-

allel efforts: to further study the possible effects of the strong local internal tides

on the intensity, and to explore the effect of the range-dependence due to the en-

ergetic mesoscale in the Philippine Sea. In 2010, a 510 km-long transect of vertical

CTD casts was made as part of the full experiment conducted there, with casts taken
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every 10 km. This set of measurements will provide a more-complete picture of the

range-dependence than was available from PhilSea09. Simulation of broadband prop-

agation through an ocean with and without this range-dependence may be compared

with measurements made in 2010 of acoustic transmissions over a 500 km path. The

GM model makes an assumption of horizontal isotropy; internal tides radiating from

the Luzon Strait, the Mariana Island Arc, and the Kyukyu Islands could violate this

assumption. A final question is whether propagation in the horizontal would need

to be considered in this region with such strong mesoscale and possible horizontal

anisotropy. The Office of Naval Research has funded a two-year post-doctoral ap-

pointment for me to carry out work focusing on the effects of range-dependence and

internal tides on acoustic propagation in the Philippine Sea.

It is interesting that the TD MCPE spectra fall increasingly rapidly with increas-

ing frequency, as was shown in figure 3.13 and 3.14. If the problem of bias in the

spectrum due to gaps in the transmission schedule can be overcome, it would be per-

haps surprising if the measured spectrum agrees with this prediction. An attempt to

either piece together a spectrum using subsets of the PhilSea09 intensity data, or to

implement the method suggested by Bronez (1988) should definitely be attempted,

given the time-investment that was already made. A solution of the gappy-data prob-

lem would turn chapter 3 into a packaged, complete study, ready for submission to a

journal.

It is apparent in figures 3.1–3.4 that there is correlation in the vertical direction

between the records of intensity at various depths. It will be possible to compute

predictions and estimates of the vertical correlation function of intensity from the

simulated and measured data-sets that were contributed by this thesis work.

In the longer-term, more experiments will be necessary to understand the larger

questions about how intensity is affected by the ocean’s variability. Those larger ques-
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tions include: How do intensity fluctuations develop with range? E.g. Are shadow-

zone arrivals a cumulative effect with increasing propagation range, or number of

UTP?; How does the sound-speed profile affect the depth-dependence of intensity

fluctuations (as in the deep fades, for example)? What exactly causes deep fades at

short range, such as 107 km? The idea of PhilSea09 was to compare the amounts of

fluctuation induced by one or a few UTP; with more resources, this experiment could

easily and cheaply be improved upon. Probably the greatest improvement in the

experiment would be to have one or two vertical moorings positioned at the ranges

of UTP for a couple of the acoustic paths. These moorings would be approximately

5 km tall and the UTP are further apart than this distance so there wouldn’t be a

danger of them tangling. The moorings should make measurements of the same type

and of the same temporal and spatial frequency as those taken with the sensors on the

DVLA: temperature, salinity, and pressure— combined with ADCP measurements of

current velocity. A lack of knowledge of what was happening at the UTP was prob-

ably the obstacle to understanding the deep fades. These measurements, along with

enough CTD stations to quantify the range-dependence and a similar propagation

range to that used in PhilSea09 should help to unravel specifically the question of

the depth-dependence of intensity fluctuations, of which the deep fades were a perfect

example.
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A Pulse-compression

It will be helpful to model the transmitted m-sequence signal mathematically for

the discussion of pulse-compression that follows. Fourier transforms of time-domain

variables will be denoted by corresponding upper-case versions of each particular

symbol.

Consider the base-banded continuous m-sequence y(t), consisting of a square pulse

p convolved with the series of delta functions m. y(t) is given by

y(t) = p(t) ∗m(t) = p(t) ∗
∑

j

ajδ(t− τj)e
φj

where the time between delta function positions τj is equal to the width of the square

pulse, thus mapping the discrete m-sequence onto continuous time. The constants aj

are all equal to one in this case and φj are the phase jumps forward or backward by

the angle φ0. The base-banded m-sequence can then be represented in the Fourier

domain as Y = PM , where P is a sinc function and the amplitude of the spectrum M

of the continuous-time m-sequence is white. The amplitude spectrum of their product

Y looks, then, like the sinc function—though the phase information describing the

delta function positions and associated phase shifts is included in Y . Now consider

a carrier at f0 = 284.166 666Hz = ω0/2π rad s−1 which is a delta function at f0

in the Fourier domain; convolution of the carrier with Y in the Fourier domain is

equivalent to multiplication of its corresponding time-domain exponential eiω0t by y:

yc(t) = y(t)eiω0t and the amplitude spectrum of yc(t) is then the sinc function whose

center has been shifted to frequency f0.

M-sequences in this case are pulse-compressed using factor-inverse matched-filtering

(FIMF) (Birdsall and Metzger, 1986); a description of this processing follows. Each

hour-long recorded time-series of acoustic pressure is first resampled to a sample-rate
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that is fdesign = 4f0. This sample-rate is required by the particular pulse-compression

software that was used, and allows some computational short-cuts to be used. The

resampled record is pulse-compressed in segments with length equal to the duration

of one m-sequence. A given segment is first transformed to the spectral domain and

base-banded yc → y. Next, a low-pass filter is applied to remove the upper sideband.

An m-sequence is generated, then transformed to get its spectrum M . The transform

Y of the heterodyned, filtered segment is then multiplied by M−1. This operation is

equivalent to deconvolution, and is the “factor-inverse” step in the processing.

Next, a square pulse is generated and transformed, yielding a sinc function P .

Finally, the spectrum of the deconvolved segment of data is multiplied by the sinc

function, giving (in the ideal case) a sinc2 function. Since the product of two sinc

functions in the spectral domain is equivalent to the convolution of two square pulses

in the time domain, we obtain a triangle-shaped pulse in the time domain after

performing an inverse Fourier transform. This final step of multiplication by a sinc

function is not a necessary part of the pulse-compression; this step is only necessary if

one prefers a triangular to a square pulse. The width of the triangle at its base is equal

to twice the pulse width. Multiplication by P ∗ is the matched-filtering operation.

This step was included because the pulse-compression software used in this thesis was

developed previously for tomographic applications, where precise determination of

travel-time is important, and it is easier to find the peak of a triangle than to find the

leading edge of a band-limited (not square after the source response is considered—a

detail here omitted for simplicity) pulse.

Mathematically, the pulse-compression applied to the PhilSea09 data may be rep-

resented as Z = Y P ∗M−1, where P ∗ is the conjugate spectrum of a square pulse. Z is

the spectrum of the deconvolved, matched-filtered m-sequence. Its inverse transform

z is the pulse-compressed time-series with length equal to that of one m-sequence. z
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is generally complex.

In the case of actual data, Y is the spectrum of the received signal, and has been

affected by propagation through the ocean. Effects of propagation include: multi-path

(a geometry-dependent feature), distortion of the pulse due to scattering, and Doppler

effects due to motion of the ocean medium. Ambient noise at the receiving hydrophone

is also present in the data. In PhilSea09 the source and receiver were not held perfectly

stationary, and there was a concern that additional unwanted Doppler effects caused

by equipment motion may be present in the received signal and may affect the pulse-

compression. If the effect on the pulse-compression is large enough these equipment-

caused Doppler effects could obscure the fluctuations that the experiment aimed to

measure. An analysis of those effects is the topic of appendix B and reveals that in

this case Doppler is insignificant.
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B Doppler effects

B.1 Transmitter and receiver motion

The DVLA position was estimated once per hour using a surveyed long-baseline

bottom-mounted transponder network. STAR controller modules (Worcester et al.,

2009) that were positioned at the top of each of the two sub-arrays of the DVLA

emitted high-frequency chirps; the bottom-mounted transponders replied and the

travel-time was used to compute a solution for the STAR controller at each hour

throughout the duration of the DVLA’s deployment. The horizontal position of the

DVLA varied by up to several hundred m and in the vertical by up to 90m.

As was mentioned in section 2.2.1, the acoustic transmitter MP200/TR1446 that

was deployed over the stern of the R/V Melville was tracked by a similar surveyed

bottom-mounted long-baseline transponder network, except that only two transpon-

ders were used at SS107. The transponders were located along the geodesic con-

necting the position SS107 with the DVLA’s position. The estimated track of the

MP200/TR1446’s position is not well-constrained in the direction orthogonal to the

vertical plane through that geodesic. Nevertheless, velocities computed from the po-

sition estimate of the MP200/TR1446 may be used to put a bound on the amount

of expected degradation in pulse-compression for PhilSea09 due to the associated

Doppler effect. The time-series of the projection onto the ID-3 direction vector was

made from an approximately 40 h-long source velocity estimate.

DVLA velocities estimated from the track of the STAR controller for the upper

sub-array were seen to be much smaller in magnitude than the velocities experi-

enced by the MP200/TR1446. Ocean currents associated with local internal tides

are implicated in the DVLA motion; motion of the ship due to passing waves and to

near-surface currents contributed to the relatively higher speeds of the acoustic trans-
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mitter. Motions of the DVLA are therefore ignored for the purposes of this study,

and only motion of the MP200/TR1446 will be considered.

First, a general idea about how the pulse-compressor performance degrades due to

Doppler effects is studied. Next, a 40 h-long estimate of the MP200/TR1446 velocity

is used to generate some statistical measure of the percent of data that is expected

to be affected by Doppler effects from transmitter motion, to within a threshold

value in dB. A short discussion of how to compute SNR is included in the chapter,

followed by some investigation into maximizing SNR via a Doppler-search. Finally,

cross-correlations of speeds inferred from a Doppler-search which maximize SNR for

individual paths are described.

B.2 Pulse-compressor performance: approach

Two approaches were taken to make a statistical description of the expected degrada-

tion in pulse-compression due to Doppler effects. The first approach involves making

the assumption that each velocity estimated from the 40 h-long track was constant

over the duration of an m-sequence. This is not a valid assumption, given that the

length of the m-sequences was 7.2 s—compared to transmitter motions in the vertical

on timescales of under ten seconds due to heave and in the horizontal on timescales of

tens of seconds due to surface currents. Such a model is easy to make, however, and

may be compared to a more complicated model, considered in the second approach.

In the first approach, speed v is computed with the equation df/f0 = v/C, where

v/C is the local Mach number, and df/f0 is the fractional change in frequency due to

the Doppler effect. The transmitter is free to move in any direction, but the projection

of the transmitter’s velocity onto the unit vector in the direction of a particular

acoustic path leaving the transmitter is used. The projection is onto the direction

vector for path ID-3 , since this path makes the greatest angle to the horizontal and
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the greatest speeds of the source were in the vertical direction; the aim is to establish

an upper bound on the effect. The projection will be denoted v.

Next, a range of frequencies ftest near the PhilSea09 carrier frequency of f0 was

chosen, a continuous m-sequence generated for each frequency in that range (sampled

at fdesign = 4f0), and then each m-sequence was pulse-compressed. A curve relating

pulse-compressed intensity (intensity of the peak) to projected transmitter speed v was

thus made. This curve was then interpolated at each of the values of v computed from

the 40 h transmitter position estimate to find the distribution of pulse-compressed

intensities. In this case, nothing is done to correct or account for equipment-caused

Doppler effects; the Doppler effect is modeled as a signal with a slightly different

carrier, but the pulse-compression algorithm is not adapted in any way. This approach

is meant to quantify the effect of simply ignoring equipment motion.

The second approach involved a model that was used in Andrew et al. (2010)

and that had been proposed earlier in Gondeck (1983). In this approach, a time-

base mapping is computed between the time at the transmitter and the time at the

receiver. The mapping describes the change in source-receiver distance R (measured

in units of s, calculated by R/c0, where c0 = 1500m s−1) from the position estimates

of a transmitter and receiver. The inverse mapping is computed, and samples at the

appropriate times computed from the received signal using an FIR filter (as described

in Glegg (1987)). This process is known as “de-Dopplerization”. The de-Dopplerized

signal is then pulse-compressed and the results are compared with those from the

first approach. This approach does not make the simplifying assumption of constant

velocity over the duration of the m-sequence.
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B.3 Pulse-compressor performance: results

In figure 1, we show the intensity (20 log10(|z(ti)|), where z is the complex pulse-

compressed m-sequence that was sampled at times ti for m-sequences with carriers

at two frequencies near f0. It can be seen that the side-lobes of the peak rise quickly

for a small change in the carrier frequency of the m-sequence. In the bottom panel

of figure 1 note that the peak intensity is also degraded. These observations will be

referred to later in section B.4, where they will be further explored in calculation of

the signal-to-noise ratio (SNR) of the received pulse-compressed signal. Figures 1 and

2 show results from the first approach described in the last section; the bottom panel

of 2 also shows a comparison between the first and second approaches.

The top panel in figure 2 shows the peak pulse-compressed intensity for the fre-

quencies considered. In all cases, the m-sequence was sampled at the ideal sample

rate of 4f0. This is the degradation in intensity we may expect for the estimated

transmitter speeds if we sample according to the design carrier frequency.

In the bottom panel are shown the cumulative density function (CDF) of intensity

computed using the first and second approaches. A three dB down threshold is shown,

this time as a vertical line. Speeds smaller than 0.325m s−1 cause a degradation of less

than the three dB threshold. 93.66% of the projected velocity estimates fall below

this 0.325m s−1 threshold, as calculated from the first approach. Therefore 6.33%

of the velocities exceed this threshold. The result from the second approach is that

3.13% of the data examined during the 40 h track exceed the three dB threshold.

B.4 A note on the calculation of SNR

In this section the calculation of SNR in the context of the pulse-compression used in

PhilSea09 will be discussed. While exploring Doppler effects on pulse-compression,

it seemed reasonable to consider SNR as another measure of the pulse-compressor’s
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Figure 1: Pulse-compressor performance when the actual and assumed carrier fre-
quencies of a signal differ slightly. Top panel: Intensity of pulse-compressed pure
m-sequences with carrier frequencies at (blue) and near (black, red) the design carrier
frequency of f0 = 284.166 666Hz—but for which the sampling and pulse-compression
have assumed the design signal. Notice that the side-lobes of the m-sequence spread
across the output when the sequence is sampled at the design sample rate instead of
at the ideal rate for a particular m-sequence. Bottom panel: same as above, focusing
in on sample times near the peak intensity. Note that the peak intensity is degraded
and time-shifted in addition to the raised side-lobes.
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Figure 2: Predicted reduction in intensity due to degradation in pulse-compressor
performance for source motion during PhilSea09. Top panel: peak intensity in decibel
for m-sequences of carrier frequencies which are Doppler-shifted according to the
source speed projection v, indicated on the abscissa. The horizontal line indicates a
threshold of 3 dB down (arbitrarily chosen, for the purpose of illustration) from the
case when the carrier frequency is equal to the design frequency, f0 = 284.166 666Hz.
Center panel: CDF of source speed v, computed from the 40 h-long estimate of source
position. The vertical line shows the speed that corresponds to the 3 dB loss in peak
intensity from the design frequency case. Bottom panel, the black curve labeled
“CHECK” refers to the first approach described in the previous section. The blue
curve labeled “TOOLKIT” refers to the result from second approach.



performance. It is shown in this section that one possible formulation of SNR over-

estimates the reduction in gain suffered due to Doppler effects, and a more appropriate

formulation is presented.

The pulse-compression software calculated the SNR as the maximum value of the

pulse-compressed intensity divided by the median level of intensity for a single pulse-

compressed m-sequence. Although the signal in the water is present at all times during

the transmission of an m-sequence, pulse-compression causes the energy to appear to

arrive at particular times —to be concentrated in the pulse or pulses. At times not

associated with large peaks in amplitude, there is a nearly constant background level

(the pulse side-lobes). The median value is then this background level since times

containing arrivals are far outnumbered by times at which no transmitted energy

appears to arrive.

When the pulse compression algorithm is working well, this median level is close

to the noise level, as will be shown for a real example. The complication to cal-

culating SNR as was just described is that the median level changes with Doppler-

compensation. Recall from figure 1 that when an m-sequence at a given carrier fre-

quency is pulse-compressed assuming a slightly different carrier, the pulse-compression

is affected in two ways: a decreased maximum intensity and increased side-lobes, and

therefore an increased median value.

This median level could be thought of as the background ambient noise level,

though one clue that this is not an accurate measure is that the ambient noise level

should not change with Doppler-compensation. This would not be true if the ambient

noise were dominated by a single source, such as a ship moving toward or away from

the receiver. Noise that is not filtered out in the process of pulse-compression (that

within the band of the transmitted signal) remains in the pulse-compressed signal.

One would like to estimate that noise n, but the signal is in the water as well so we
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cannot help but measure s + n at that time. The only recourse is to measure the

ambient noise level in the band at a time preceding or following the transmission, and

to use this level as a proxy. The median level for one segment of pulse-compressed

data taken before the transmission will be used to estimate n.

The top panel in figure 3 shows the median intensity for a single transmitted

m-sequence, along with the median intensity of a segment of recorded ambient noise

recorded less than an hour earlier. Both median values are plotted for various resample

rates, which is equivalent to a Doppler search. It is apparent from the figure that the

median value does approach the noise level that was recorded a few minutes before the

transmitted m-sequence. Thus, when Doppler effects are not a concern, the measure

seems to be accurate. Also, the level n from the segment preceding the transmission

is not affected by Doppler-compensation.

The effect of measuring SNR using this median level is further shown in the

bottom panel of figure 3. Also shown is the result of calculating SNR using a record

immediately preceding reception of the transmitted signal, i.e. a time when only noise

n is present. As was mentioned earlier, calculating SNR using the median level while

the signal is in the water over-estimates the degradation in gain achieved by pulse-

compression due to Doppler effects.

B.5 Doppler search

A final topic that will be addressed in this chapter is the idea of a Doppler search.

During PhilSea09 the positions of the transmitter and receiver were tracked—but

during one exercise performed as part of an experiment conducted the following year,

the ship was allowed to drift toward the receiving array during transmissions. The

transmitter position was not tracked during this exercise. At one point the during the

drift the ship’s velocity in the direction of the receiver became small, and it was noticed
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Figure 3: Comparison of estimates of SNR for various Doppler shifts using the me-
dian pulse-compressed intensity when the signal is in the water vs. using the pulse-
compressed intensity from a time immediately preceding the acoustic transmission.
Top panel: Median pulse-compressed intensity for a segment of data one m-sequence
in length. The blue curve is the median value during transmission and the black curve
is ambient noise recorded earlier in the same hour. Median intensity is plotted for
various Doppler- compensations. Bottom panel: Two of the possible ways one might
compute the SNR are shown here, at various Doppler compensations. The blue curve
shows the SNR as computed using the median level during the transmission, while
the black curve shows the SNR using the median level when our signal was not in
the water. The SNR appears to fall much more quickly using the median level during
transmission. The labels S +N and N refer to the fact that the median level during
transmissions contains both signal and noise.



that the SNR (as calculated using the median value of s + n) improved significantly

during that time. This observation led to the idea of performing a Doppler search in

order to maximize the SNR.

A Doppler search is done by simply resampling the acoustic pressure time-series

at rates near the design sample rate, until a local maximum in SNR is found. The

chirp-z transform (Rabiner et al., 1969) provides this capability. For example, we

may resample a pure m-sequence at arbitrary sample rates corresponding to a range

of source speeds and pulse-compress the resulting sequences. This is similar to what

we’ve done in section B.2, except that instead of varying the carrier and sampling at

the design rate, the signal recorded at the receiver was sampled at various rates.

The results of a Doppler search for an actual received m-sequence are shown in

figures 4 and 5. Figure 4 shows the pulse-compressed intensity for various resamplings

(corresponding to various transmitter speeds v) of the received signal. In this case

the maximum pulse-compressed intensity is found at the design sample-rate, or for

a negligible transmitter speed. Figure 5 shows the SNR for paths ID-3, ID+4, and

ID-4, in panels A, B, and C, respectively, for another received m-sequence at various

resample-rates. Notice that the best signal compression for energy arriving along a

given path occurs at a frequency which may not be optimum for compression of energy

taking another path. This is because energy taking different paths leaves the source

at different angles; the projection of the source velocity vector onto the ray varies by

arrival. The sign of the transmitter speed is the same for paths ID-3 and ID-4, as

would be expected, since both paths leave the transmitter at a negative angle and the

projection of the transmitter’s velocity should be similar. Given that the transmitter

motions in the vertical were on the order of the length of an m-sequence, and that this

Doppler-search method resamples the whole sequence at a single rate, this observation

was not guaranteed.

160



TIME INDEX

S
P

E
E

D
 [m

/s
]

1120 1130 1140 1150 1160

−1

−0.5

0

0.5

1

Figure 4: Shown is the pulse-compressed intensity of an m-sequence with the design
carrier which has been resampled at various rates. As in figure 1, we see that the
peak intensity and associated time vary with sample rate. Intensity contours of 3 dB
are shown.
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Figure 5: Shown here is the SNR for a single m-sequence reception computed using
the median level during a time when our signal was not in the water, at various
Doppler compensations. A reasonable requirement for a good measure of intensity
is that the SNR be at least 10 dB above the ambient noise level. 1 dB contours are
shown. The lowest contour 10 dB down from the peak value in order to explore how
large a Doppler effect would be necessary to bring the signal strength below this
required level.



A Doppler search as described above lumps together Doppler effects due to equip-

ment motions with those imparted by the ocean medium. An idea about how large

the degradation in pulse-compression due to motion of the ocean medium might be

gotten by comparing the results of a Doppler search to those found using the sec-

ond approach from section B.2. If the differences between the Doppler search and

the second approach were noticeable, one would conclude that the ocean’s effect was

significant.

Time-series of intensity for paths ID-3, ID+4, and ID-4 were computed from an

hour-long record from the 1550m depth hydrophone with and without a Doppler

search. The intensity of each arrival was maximized using a Doppler search, and the

difference at each time between the Doppler-compensated and non-Doppler-compensated

intensities was calculated.

Results are shown in figures 6 and 7. The transmitter speed v which maximized

each individual arrival was saved for the three paths as well. The correlation function

coefficient between the maximizing speed v for pairs of arrivals was also calculated,

and is shown in figure 8.

It is apparent from the figures that a Doppler search doesn’t cause much improve-

ment in the pulse-compression for this case. The speeds v are seen to de-correlate

after a length of time approximately equal to the duration of an m-sequence; this

suggests that the equipment-caused Doppler effect is greater than that caused by the

ocean for the hour examined here.
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Figure 6: Intensity gain via Doppler-compensation. Top panel: blue curve is the
maximum intensity of path ID-3, and the black curve is the Doppler-compensated
maximum intensity. Paths ID+4 and ID-4 are shown in the middle and bottom
panels, respectively.



Figure 7: Shown in the top panel is the histogram of the difference between the time-
series for path ID-3 with, and without, Doppler compensation. The center and bottom
panels show the same for paths ID+4 and ID-4. In all cases, Doppler compensation
was optimized for the particular arrival under consideration.



Figure 8: Shown is the correlation coefficient of velocities estimated via a Doppler
search which optimized SNR by arrival. The correlation coefficient between two down-
going arrivals (paths ID-3 and ID-4, which are arrivals 1 and 3 at this hydrophone
depth) shows a positive value at zero lag, while the correlation coefficient between
arrivals one and two has a negative value at zero lag. This indicates that most of the
Doppler effect was caused by vertical motion. The fact that the estimated velocities
de-correlate on a timescale similar to the period of the swell supports this idea. One
might further conclude that any frequency shift caused by propagation through the
ocean is outweighed by the motion of the source, since ocean properties affecting
refracted-only propagation are not expected to change on such short timescales.



C Random internal wave model

This section introduces a Garrett-Munk (GM) internal-wave simulator that was devel-

oped by Frank S. Henyey and Stephen A. Reynolds of the APL/UW. The formalism

comes from (Henyey et al., 1997) and the presentation follows (Winters and D’Asaro,

1997) (WD97). The general idea is to generate a displacement field by sampling an

internal-wave spectral model over a uniform grid in horizontal wavenumber space, and

assign a random amplitude to each vertical eigenfunction associated with that grid

point. The random amplitudes have variance equal to the value of the spectrum times

the area surrounding each grid point. (Throughout this discussion we will refer to

the “element” rather than the more familiar “differential element” because in the im-

plementation the element is, of course, finite. We will add up contributions from the

whole wavenumber space within our bounds, leaving no spaces; the variance should

therefore be in agreement with the chosen spectral model.) Finally, we compute the

inverse Fourier transform to obtain the displacement field in 3-D.

We solve

∂2ζ̂jk
∂z2

+ k
N2(z)− ω2

jk

ω2
jk − ω2

i

ζ̂jk = 0 (1)

ζ̂jk(0) = ζ̂jk(−Lz) = 0 (2)

for eigenfrequencies and vertical eigenfunctions, where ζ̂jk(z) are the vertical eigen-

functions, N(z) is the buoyancy frequency, ωjk the eigenfrequencies, ωi the local

inertial frequency, k the horizontal wavenumber, and j is the discrete eigenfunction

number. The vertical eigenfunctions, or more colloquially, modes, are the modes that

solve this equation instead of the WKB modes used by some internal-wave simulators.

In this case we will describe the internal-wave field with the GM spectrum, which
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is horizontally isotropic. It was realized that this allows sampling in k and kx, and

would require only logarithmic sampling in k and the usual uniform spacing in kx,

thus admitting computation of a larger range of horizontal scales. The trade-off

here is that we will only obtain the field in one horizontal direction–but for many

propagation modeling problems in deep-water ocean acoustics, a 2-D approximation

to a 3-D environment is appropriate.

The group speeds may be calculated by exploiting the Hellmann-Feynman theorem

(Feynman, 1939)

vg =
dω

dk
=

(ω2 − ω2
i )

2

kω

[
(ω2 − ω2

i )
−1 −

∫
|ζ̂jk(z)|2dz

]
(3)

and are used in formulating the Jacobian of transformation to convert the GM spec-

trum from (ω, j) to (k, j) dependence. The GM spectrum Fζ(ω, j) is an angular

average, so because each element subtends an angle dθ, we should include a factor of

(2π)−1 as we consider contributions from all horizontal directions. The displacement

variance in frequency, mode number, and horizontal wavenumber associated with the

element is then:

Fζ(ω, j) dω dj
dθ

2π
=

Fζ(ω, j) dω

2πk dk
dj dkx dky (4)

dj, the mode number increment is 1, but is left in for completeness. We count

contributions only in the first quadrant, where kx and ky are both positive, taking

advantage, again, of the horizontal symmetry. We include a pair of waves for each kx,

one from each x-direction, which accounts for the contribution to the variance due

to the spectrum at negative kx’s. To account for the variance from the spectrum at

negative ky values, we double the size of the element in equation 4.

Our displacement field in terms of kx is calculated as
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ζ(kx, y = y0, z; t) =

∫
eikyy

M∑

j=1

{G−e
−iωjkt + · · ·

G+e
iωjkt}ζ̂jk(z) dky

(5)

where we have set y = y0 to indicate that we will compute a range-depth slice of the

displacement field. The expected value of the squared complex random amplitudes,

G+ and G− sums to the variance for the element, or the element’s area times the

spectral level:

〈
G2

+

〉
+
〈
G2

−

〉
=

F (ω, j) vg
πk

dj dkxdky (6)

Time is a parameter in equation 5; the displacement field may be evolved in time

by recomputing the field at a later time t. The displacement is then the 1-D inverse

Fourier transfom of 5, where x and kx are transform pairs

ζ(x, y = y0, z; t) = F−1 {ζ(kx, y = y0, z; t)} (7)

We will lastly give the details of the GM vertical displacement spectrum that are

pertinent to our discussion. The vertical mode normalization is given by

∫ 0

−Lz

(
N2 − ω2

i

)
ζ̂j,k(z)ζ̂j′,k(z) dz = δjj′ (8)

The GM spectrum of vertical displacement is given by

Fζ(ω, j) = bEGM

N0b

N(z)

ω2 − ω2
i

ω2
H(j)B(ω) (9)

where

H(j) =
H0

j2 + j2
∗

(10)
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and

B(ω) =
2

π

ωi

ω

1√
ω2 − ω2

i

(11)

H0 normalizes to unity the summation over modes of H(j) and B(ω) integrates to 1

over the frequencies where internal waves exist, ωi to N . j∗ is the modal bandwidth;

in the work presented in this paper, a value of j∗ = 3 has been used, as was given in

GM81.

The variance given by GM81 (Munk, 1981) was

〈
ζ2
〉
=

∫
dω

M∑

j=1

Fζζ(ω, j) =
1

2
bEGMN0bN(z)−1 (12)

but here we calculate N0b from the background buoyancy frequency N0b =
∫
N(z) dz;

the product bEGM is then adjusted accordingly to preserve the variance.

The environment is computed on a domain of 1Mm with 8192 points ≈ 122m

range-step. The water depth is 5505m with 5506 points giving a sample at each

meter of depth.
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D PSD/temporal autocorrelation function: TD MCPE

D.1 Results

Predictions of the PSD for ID-3, ID+4, ID-4, and ID+5 for the hydrophone depths

used in PhilSea09 are shown in figure 9. The plots show only a subset of frequencies

around a peak in the spectrum to make visible the structure in depth and time. The

spectral peak around a frequency of 1 cpd appears in the predicted PSD for all paths.

Figure 9: PSD predictions for a subset of frequencies around 1 cpd at the hydrophone
depths used in PhilSea09.

Predictions of the autocorrelation function RII(τ) (normalized to a maximum
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value of one at zero lag) for the four paths appear in figure 10. From these predictions,

the “correlation time”, defined as the minimum lag for which the correlation falls

below a value of 1/e, is computed; this quantity is shown in figure 11. The predicted

correlation times for paths ID-3, ID+4, and ID-4 are all around 22min, while the

correlation time for path ID+5 is somewhat longer and more variable in depth.
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Figure 10: Autocorrelation function predictions for the hydrophone depths used in
PhilSea09. The autocorrelation function is normalized to a maximum value of one at
zero lag. The color-scale shows correlations from ±1/e to make visible the structure
in depth and time.
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Figure 11: Shown are the predictions of the minimum lag for which the normalized
autocorrelation function falls below a value of 1/e, or the “correlation time”, for all
paths at PhilSea09 hydrophone depths.



E AuxiliaryData

This appendix contains some of the shipboard measurements taken during the APL-

UW’s transmission cruise. Bathymetry was measured with a multi-beam sonar, and

is shown along the SS107–DVLA transect in figure 12. Photosynthetically available

radiation (PAR) and long- and short-wave radiation are shown in figure 13. Figure

14 shows the measured precipitation. Figure 15 shows the air and surface water

temperature, along with the relative humidity. Finally, the wind speed and direction

are shown in figure 16. Water velocities near the surface were also measured during

the cruise using an ADCP with frequencies of 75 kHz and 150 kHz, but are not shown

here.

Figure 12 (facing page): Bathymetry measured on the propagation track between
SS107 and the DVLA during PhilSea09. The triangle symbol that is located between
the two circle symbols is the position of SS107; the two circles are the positions of
the bottom-mounted transponders that were used to track the source position during
transmissions. The triangle symbol in the bottom half of the figure is the position of
the DVLA.
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Figure 13: Shown in the top panel are the long- and short-wave radiation measured
during the APL/UW signal transmission cruise. The bottom panel shows the surface
photosynthetically available radiation measured during the same cruise.
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Figure 14: The precipitation measured during the APL/UW signal transmission
cruise.
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Figure 15: The air and surface water temperature (top panel) and humidity (bottom
panel) measured during the APL/UW signal transmission cruise.



112 114 116 118 120 122
0

10

20

30

W
IN

D
 S

P
E

E
D

 [M
/S

]

112 114 116 118 120 122
0

200

400

W
IN

D
 D

IR
. [

D
E

G
. F

R
O

M
 N

]

TIME [YEARDAY]

Figure 16: The wind speed (top panel) and direction (bottom panel) measured dur-
ing the APL/UW signal transmission cruise. The measurement is not made near
the ocean surface, but instead at some elevated position—possibly above the ship’s
wheelhouse. A correction must be applied in order to estimate the wind speed at the
ocean surface.


