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Abstract

Fundamental controls on triple oxygen-isotope ratios in Antarctic precipitation and ice cores

by Spruce William Schoenemann

Chair of the Supervisory committee:
Professor Eric J. Steig
Department of Earth and Space Sciences

Stable isotope ratios of water (5D and 6'°0O) in polar precipitation and ice cores have long
been used to study past climate variations and the hydrological cycle. Recently-developed
methods permit the precise measurement of 6'’O and the 'O excess, relative to the §''O vs. §'°0

nl7

meteoric water line. The novel isotope parameter " 'Ocxcess’ provides an additional tool for
investigating the global hydrological cycle.

Early experimental and modeling studies showed that '"Oexcess in atmospheric water vapor
is sensitive to relative humidity during evaporation from the ocean surface, and suggested that
there was little fractionation during condensation. It was therefore expected that '"Oexeess in polar
snow could be used as an indicator for humidity in the ocean source regions where polar
moisture originates. Later work shows that the magnitude of '"Oycess change between the last
glacial period and the Holocene warm period, measured in Antarctic ice cores, increases from the

Antarctic coast towards the interior, suggested significant fractionation during transport. Full

interpretation of these conflicting results has been challenging, hindered in part by the labor-



intensive nature of making '"Opycess measurements and by the lack of an accepted standard for
reporting '"Oexcess values.

This thesis provides a new, comprehensive assessment of the '"Oexeess Of Antarctic
precipitation and ice core data. The contributions from this work also include improvements to
"Ocxeess Measurement techniques, using both isotope-ratio mass spectrometry and collaborative
developments in laser spectroscopy, and a formal calibration of international water standards for
"Oexcess. It further addresses both the spatial and temporal variations observed in Antarctic
"Ocxeess values, providing a coherent explanation for both.

New Antarctic '"Oeycess measurements from this work show that there is a strong negative
spatial gradient of '"Opyeess in snowfall towards the interior of Antarctica, a similar spatial pattern
to the glacial-interglacial change in '"Oexcess, and a smaller-amplitude seasonal cycle in West
Antarctica than in the interior of East Antarctica. These measurements, when combined with
earlier published work, provide the most complete view of the spatial distribution and temporal
variability of '"Oexcess to date.

Model studies, using both an intermediate complexity isotope model (ICM) and an
isotope-enabled general circulation model (GCM), have permitted a thorough investigation of the
most relevant and important processes affecting '"Oexcess in Antarctica. The model simulations
show that changes in source relative humidity have only a modest effect on '"Oexeess in polar
precipitation, and can not account for the full seasonal cycle amplitude, nor the large glacial-
interglacial '"Oeycess changes observed in Antarctic ice cores. The spatial gradient of '"Opyeess in
modern precipitation, along with the large amplitude seasonal cycle in East Antarctica and the
greater magnitude of '"Oeycess change for interior sites between glacial and interglacial periods,

can be explained by kinetic isotope fractionation during snow formation under supersaturated



conditions. The model experiments further show that the influence of moisture recharge is
important to the evolution of '"Oexeess in poleward-moving air masses. The seasonal presence of
sea ice is also a significant factor affecting '"Occess.  Greater sea ice concentration or extent
reduces evaporative recharge and increases the spatial area over which kinetic fractionation

processes are important; both these factors tend to lower '’ Ocycess.
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Chapter 1.

Introduction

A recent innovation in ice core paleoclimate research is the analysis of the oxygen isotope
ratio 8’0, complementing traditional measurements of 6D and 6'°0. New techniques to
measure the "0/'°0 ratio precisely has allowed the parameter 0 excess =ln(5170 +1) — 0.528
In(6"*0 +1) to be added to the ice-core isotope toolbox [Baker et al., 2002; Barkan and Luz,
2005]. Unlike the better-known deuterium excess, dexcess = 0D — 8 X (8'°0), '"Oexeess is insensitive
to ocean surface temperature during evaporation. The theoretical advantage of '"Ocycess is that it
is considerably less sensitive than decess to equilibrium fractionation processes during
condensation; however, both "Oexeess and dexcess are sensitive to kinetic fractionation during the
formation of snow and ice particles. The use of 17Oexcess, in combination with 6'%0 and excesss
provides a potential means to unravel the fractionation effects during evaporation at the moisture
source, along the transport path, and in the condensation of precipitation. Beyond its usefulness
in ice core research, applications of '"Oexcess are expanding into the studies of terrestrial and
biologic systems, offering an additional constraint on geochemical processes.

The research presented here has focused on investigating the fundamental controls on the
ratios of triple oxygen isotopes (‘°0, 'O, '*0) in Antarctic precipitation and ice cores over large
spatial scales, and over both glacial-interglacial and seasonal time scales. Much of the work
evolved from the initial task of developing and interpreting the first '’Opycess ice core record from
West Antarctica, which required the development of a water fluorination line, optimization and
refinement of an Isotope Ratio Mass Spectrometer for precise measurement, accurate and
reproducible normalization techniques for data reporting, and the implementation of §'’O into
isotope models for advancement of understanding the observed natural variations in '’ Ocycess.

The interpretation of past changes in '"Opycess is difficult without a solid understanding of the
controls on modern "Oexcess precipitation. The challenge, in the case of 17Oexcess, has been the
dearth of present-day '"Ocycess measurements over the oceans and ice sheets. The current state of
knowledge of "Ocycess in the hydrological cycle is based on a small number of studies that
include a limited amount of data (typically fewer than 50 analyses each): measurements of
seawater (Luz and Barkan, [2010]), a Southern Ocean transect of water vapor (Uemura et al.
[2010], meteoric waters from mostly low-to-mid latitudes (Luz and Barkan, [2010]), a transect of
Antarctic surface snow data (Landais et al. [2008]), seasonal samples from Greenland and
Vostok (Landais et al. [2012a; 2012b]), and three low-resolution ice core records of the
penultimate glacial-interglacial transition (Landais et al. [2008], Winkler et al. [2012]). These
studies comprise the most noteworthy data that, over the past six years, have contributed the
essential results for understanding '"Oexcess in the hydrological cycle, from ocean source regions
to polar precipitation.

In this work, I present three new ice core records, two from West Antarctica and one from
coastal East Antarctica, that cover the Last Glacial Maximum (LGM), Early Holocene (EH), and
modern periods. These new ' Oexcess ice core measurements, published in Schoenemann et al.
[2014], in combination with the studies of Landais et al. [2008] and Winkler et al. [2012],
provide evidence that the LGM to EH change in '"Ocycess Was much larger for sites in the
Antarctic interior than at sites closer to the Antarctic coast. I also present the first application of
laser spectroscopic methods to the measurement of natural variations in 17Oexcess, from a
seasonally-resolved West Antarctic firn core. This preliminary work, using an instrument jointly



developed with Picarro, Inc. the instrument manufacturer and Steig et al. [2014], shows that
cavity ring-down spectroscopy (CRDS) can be an efficient and precise tool for simultaneous
measurements of the triple water isotope ratios in Antarctic ice and snow. Future ice core
measurements should now be possible at much greater temporal resolution than was possible
using the conventional Isotope Ratio Mass Spectrometry (IRMS) technique.

Motivation

Beyond understanding the behavior of "Ogyess in polar regions, this work has broader
significance across multiple disciplines. Although measurement of '"Oqycess is analytically time-
intensive, it is clear that '’ Oqycess is quickly becoming one of the “standard measurements” in the
ice core/glaciology research community. As improvements in the routine measurement of
"Oexeess 0N water develop (particularly with laser spectroscopic techniques), the use of '"Ocycess
can be extended to a variety of other applications, ranging from hydrology, oceanography,
geology, biology, and atmospheric sciences. An example of one such application is the
measurement of '"Oeycess ON atmospheric water vapor, where the use of water isotopes can be
used to improve understanding of atmospheric convection, moisture transport, and condensation.
Current developments in the use of the triple oxygen isotope ratios as hydrological indicators
include: transpiration during leaf evaporation, precipitation of carbonates in soils, and seasonal
exchange of water in the biosphere with tropospheric COs.

Background

Measurements of the stable isotope ratios of water (5D and ¢'°0) in polar precipitation have
long been used in paleoclimate ice core studies [Dansgaard, 1964; Merlivat and Jouzel, 1979;
Jouzel and Merlivat, 1982; Dansgaard et al., 1993; Jouzel et al., 2003; Masson-Delmotte et al.,
2004]. Although the underlying physics have been well understood for many decades, continual
innovations have kept this a stimulating area of research. The latest major innovation is the
development of methods for obtaining precise measurements of a third water isotope ratio, J''O
[Baker et al., 2002; Barkan and Luz, 2005]. Combined measurements of 5"%0 and 6'70 can be
expressed with the parameter '"Ogycess. The '"Oexcess is defined as: '"Oeyeess= In(0 ''O+1) — 0.528
x In(0'"*0O+1), where 60 and ¢'0 are unitless ratios; ie. In(0'"’O+1) =
In[(""O/ 16O)Smple/(”O/ '°0)s0)]. The slope of 0.528 is determined from measurements of meteoric
waters and is referred to as the Global Meteoric Water Line [Barkan and Luz, 2007; Luz and
Barkan, 2010]. Deviations from the GMWL result from the combined effects of liquid-vapor
equilibrium fractionation and diffusive fractionation during evaporation [Angert et al., 2004;
Barkan and Luz, 2007, Landais et al., 2008; Risi et al., 2010]. Variations in 7O0exeess are
generally several orders of magnitude smaller than variations in 0'*0 and are conventionally
expressed in per meg (10°) or ppm. The parameter deuterium excess (dexcess = 0D — 8 (5'°0)) is
commonly used as a proxy for moisture source conditions, but its interpretation is problematic
because dexcess 18 sensitive to both temperature and humidity at the oceanic source site, and it
is strongly affected by equilibrium fractionation during transport [Jouzel and Merlivat, 1984;
Cuffey and Vimeux, 2001; Vimeux et al., 2001; Kavanaugh and Cuffey, 2002; 2003]. In contrast,

Oexcess 18 nearly insensitive to evaporation temperature [Barkan and Luz, 2007; Risi et al.,
2010]. It was originally thought to be less sensitive than dexcess to fractionation processes during
transport and precipitation; this is true at relatively warm temperatures, but like dexcess, O excess 18
sensitive to ice-vapor kinetic fractionation during snow formation.

Both theory and experimental results show that an excess of '’O in meteoric water originates



from evaporation of ocean water into under-saturated air and that the '’Oqycess Value is negatively
correlated with relative humidity [4ngert et al., 2004; Barkan and Luz, 2007; Luz and Barkan,
2010]. Variations of §'’0O and 6'°0 stem from the difference in saturation vapor pressures
between the light and heavy isotopologues, resulting in liquid-vapor equilibrium fractionation at
the ocean surface, expressed as 0.4 = ln(”oceq)/ln(lgoceq) where (0. = 0.529), and o is the
fractionation factor (given as greater than 1). The greater diffusivity of the light isotopologue
with respect to the heavy isotopologue leads to kinetic fractionation during vapor diffusion into
under-saturated air, where 0 = In(*’ otaig)/In(**oaiey) = 0.518 [Barkan and Luz, 2007].

The equilibrium isotopic fractionations discussed reflect differences in the masses of
different isotopologues (i.e., molecules with the same chemistry but different molecular masses),
which result in differences in chemical and physical properties (e.g., reaction rates, diffusion
rates, heat capacity, vapor pressure) and impact the rotational, translational, and vibrational
energy states of the molecule. Of the three modes of motion available to a molecule, the
vibrational motion plays the most important role in isotopic fractionation. The vibrational
energy is dependent on temperature, and from quantum theory, can occur only at discrete energy
levels, their values dependent on mass. Even at absolute zero, atoms will vibrate at a ground
frequency v,, and this ground energy state is referred to as the Zero Point Energy (ZPE). The
energy of the system is given by (Y2+tn)hv,, where % is Planck’s constant and n = energy level (n
= 0 for ZPE). The ZPE depends on the masses of the atoms involved, and therefore the energy
levels will be different for different isotopologues. For a given quantum number, a bond
involving a heavier isotope of an element will have a lower vibrational energy level. In general,
the energy of a system will be minimized when the heavy isotope occupies the site with the
stronger bond. At equilibrium, bonds involving the lighter isotopes are weaker and more readily
dissociated, and therefore the lighter isotopes of an element are more likely to partake in a given
reaction. Isotopic equilibrium is achieved when the isotopic composition of each of the reacting
compounds is no longer changing over time.

In the case of water molecules, the bonds between H,'°O are weaker than H,'*0, and thus at
equilibrium the tendency of H,'°0 to be in the vapor phase is greater than that for H,'*0. At
equilibrium, the isotopic equilibrium constant (K.q) describes the ratio of the abundances of each
molecule as follows: Kqq = (AX*)(BX)/(AX)(BX*), where AX and BX are two compounds and
* denotes the heavier isotope of element X. This expression can be simplified to K¢q =
(X*/X)a/(X*/X)B, which represents the isotope ratio of compound A divided by the isotope ratio
of compound B. The isotopic fractionation factor that results from this equilibrium process is
typically expressed as o, where o = K.

The term "kinetic fractionation" refers to the degree of fractionation in non-reversible or
incomplete reactions. For example, the different molecular diffusion rates of isotopologues yield
isotopic fractionation effects that will be different, in general, from the equilibrium values. The
velocity of a molecule depends on its kinetic energy (KE) = % mv?, and thus v = VXKE)/m.
Since the diffusion rate of the molecule is related to its mean velocity (v), the molecular
diffusion rate depends inversely on its mass (e.g., molecular H,'°0O diffuses slightly faster than
H,'*0). The kinetic isotope effect (a) is described by the ratio of reaction rates for heavy (*K)
and light (K) isotopologues, where o = *K/K.

Theoretically, kinetic isotopic fractionation from diffusive transport of water vapor in air
(Birr) should dominate the mean '"Oeyeess in Water vapor at the ocean surface [Gat, 1996; Angert
et al., 2004; Barkan and Luz, 2005; 2007; Uemura et al., 2010]. As expected, an excess of 70
(positive '"Ocycess) has been measured in meteoric waters, marine vapor, polar snow, and ice



cores [Barkan and Luz, 2007; Landais et al., 2008; Luz and Barkan, 2010; Uemura et al., 2010,
Winkler et al., 2012; Landais et al., 2012b]. Measurements of 570 and 6"®0 in meteoric waters
show an average ' Ocycess OFf 33 per meg with respect to Vienna Standard Mean Ocean Water
(VSMOW), normalized to Standard Light Antarctic Precipitation (SLAP), while seawater has an
average ' Oexcess Of =5 per meg (also on the VSMOW-SLAP scale), with more negative values in
regions of high evaporation [Luz and Barkan, 2010]. Using a simple Rayleigh distillation model
coupled to a Single Column Model, Risi et al. [2010] showed that the normalized relative
humidity (hereafter r4,) immediately above the ocean surface is the main factor controlling
"Ocxeess in the marine boundary layer. The rh,is defined as the relative humidity in the free air
divided by the saturated vapor pressure at ocean surface temperature [Barkan and Luz, 2007; Risi
et al., 2010; Uemura et al., 2010]. The process of condensation is not expected to alter the initial
"Ocxeess gained in atmospheric vapor above the ocean, as the subsequent rainout occurs with a
slope at or near 0.528, indicating the combined influences of equilibrium fractionation (0cq =
0.529) and a relatively small proportion of kinetic fractionation (O4isr= 0.518) [Barkan and Luz,
2007]. Early work suggested ''Ocycess to be only weakly influenced by kinetic fractionation
during precipitation over the ice sheet unlike dexcess, and it was therefore expected that T 0excess
could be used as a proxy for humidity at the ocean surface [Barkan and Luz, 2007; Landais et
al., 2008; Risi et al., 2010]. My modeling results and observational data suggest a larger role for
kinetic fractionation during snow and ice deposition in the extremely cold interior regions of
Antarctica.

The use of '"Oeyeess in ice core research is still in the early stages of application. Previous to
the research reported here, there were only three published ice core records of glacial-interglacial
change, and the few measurements of the spatial distribution of '"Ocycess in polar precipitation
were limited to East Antarctica [Landais et al., 2008; Winkler et al., 2012]. Nor has 7 Oexcess
been routinely incorporated, much less validated, in tracer-enabled GCMs; rather, modeling of
Oexcess has been done using relatively simple Rayleigh distillation models like the Mixed Cloud
Isotopic Model of Ciais and Jouzel, [1994] or combined with a Single Column Model that
accounts for mixing within the marine boundary layer [Risi et al., 2010]. Recently, the first
"Oexeess isotope-enabled GCM results were published by Risi et al. [2013] and although
significant advances are presented, the main conclusion was that current state-of-the-art
modeling is still unable to reproduce the observational data, emphasizing the need for further
model development, and additional data for model assessment. A large part of the apparent
model-data discrepancy is an artifact of inconsistent normalization techniques; this is addressed
through adoption of an agreed upon value for 0'’O of SLAP, as recommended in Schoenemann
et al. [2013].

Organization

This dissertation is organized into seven chapters, beginning with the Introduction and
ending with an Outlook of future research topics. The middle five chapters include three
published papers, one chapter of supplementary information, and a fourth paper that is nearing
submission. These papers all focus on understanding the fundamental controls of the triple
water-isotope ratios (dD, 0'°0, and 6'’0) in the hydrological cycle. A synopsis of each paper is
given on the first page of the chapter along with a short description of my contribution to the
work.



Chapter 2

Measurement of SLAP2 and GISP §'’O and proposed
VSMOW-SLAP normalization for 670 and '"Oycess

Originally published in Rapid Communications in Mass Spectrometry
http://onlinelibrary.wiley.com/doi/10.1002/rcm.6486/full

This paper is focused on the importance of consistent normalization techniques for reporting
"Ocxeess values. The paper was a culmination of the '"Ocycess method development, refinement
and optimization of the isotope-ratio mass spectrometry methods, and calibration to internal and
International Atomic Energy Agency (IAEA) reference standards. This was an essential
component of establishing the '"Oeycess Water fluorination technique at the UW A*IsoLab for the
production of the West Antarctic Ice Sheet Divide '"Ocycess record. New measurements of 6''O
of Standard Light Antarctic Precipitation 2 (SLAP2) and GISP (water sampled from the
Greenland Ice Sheet Project location) are presented, along with A*IsoLab reference waters,
which independently verified the proposed Global Meteoric Water Line slope originally
presented by Barkan and Luz [2005]. In comparing our results with other published studies, we
found that the '"Ocycess Value of SLAP and GISP waters varied significantly between labs, and
that a large part of the discrepancy was due to the lack of an agreed-upon ¢'’O value and to
inconsistent normalization methods for correcting 6'’O to the VSMOW-SLAP scale.

We proposed that the accepted 8''O value of SLAP be defined in terms of 6'*0 = —55.5 %o
and Oexeess = 0, yielding a 570 value of approximately —29.6986 %o. Using this new definition
for the 5’0 of SLAP and a recommended linear normalization procedure, the 6'’O value of
GISP is —13.112 %o and the '"Ocycess Value of GISP is 28 + 4 per meg. We also calculated a
weighted average of GISP based on measurements from the three most precise labs at the time of
publication ([Barkan and Luz, 2005; Kusakabe and Matsuhisa, 2008; Schoenemann et al.,
2013]), which resulted in a 6'’0 value of —13.16 + 0.05 %o and a '"Ocyeess value of 22 + 11 per
meg for GISP. More recently, IRMS and laser-spectroscopy based measurements from Berman
et al. [2013] and Chapter 5 (published in Steig et al. [2014]) validated our GISP 6'’O and

Oexcess results.

My contributions to this work included refining and optimizing the IRMS, developing the
water fluorination line, producing the '"Oexcess measurements, analyzing and normalizing the
data, writing the manuscript, and making all the figures and tables. Andrew Schauer assisted
with the VSMOW and VSMOW-SLAP calibration methods, and Eric Steig produced the
Newton error-analysis for estimating the sensitivity of '’Oqycess to measurement variations in ''O
and 0'°0. Eric Steig and Andrew Schauer both contributed significant guidance on the IRMS
work, and editorial improvements to the manuscript.
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Measurement of SLAP2 and GISP 67O and proposed VSMOW-
SLAP normalization for 67O and O, cess

Spruce W. Schoenemann'*, Andrew J. Schauer' and Eric J. Steig'?

TIsolab, Department of Earth and Space Sciences, University of Washington, Seattle, WA 98195, USA
zQuaternary Research Center, University of Washington, Seattle, WA 98195, USA

RATIONALE: The absence of an agreed-upon 'O value for the primary reference water SLAP leads to significant
discrepancies in the reported values of 670 and the parameter 70 xcoss. The accuracy of 0Y0 and 7Oxcess values is
significantly improved if the measurements are normalized using a two-point calibration, following the convention for
6’H and 6'%0 values.

METHODS: New measurements of the '’O values of SLAP2 and GISP are presented and compared with published
data. Water samples were fluorinated with CoF5. Helium carried the O, product to a 5A (4.2 to 4.4 A) molecular sieve
trap submerged in liquid nitrogen. The O, sample was introduced into a dual-inlet ThermoFinnigan MAT 253 isotope
ratio mass spectrometer for measurement of m/z 32, 33, and 34. The 580 and 6770 values were calculated after 90
comparisons with an O, reference gas.

RESULTS: We propose that the accepted 670 value of SLAP be defined in terms of 6'*0=—55.5 %o and "Oaxcess =0,
yielding a 67O value of approximately —29.6968 %o. Using this definition for SLAP and the recommended normalization
procedure, the 670 value of GISP is —13.16 +0.05 %o and the Oeycess Value of GISP is 22 +11 per meg. Correcting
previous published values of GISP 67O to both VSMOW and SLAP improves the inter-laboratory precision by about
10 per meg.

CONCLUSIONS: The data generated here and compiled from previous studies provide a substantial volume of evidence
to evaluate the various normalization techniques currently used for triple oxygen isotope measurements. We recommend
that reported 070 and YO oycess values be normalized to the VSMOW-SLAP scale, using a definition of SLAP such that its
70 xcess 18 exactly zero. Copyright © 2013 John Wiley & Sons, Ltd.

The stable isotope ratios of water and ice are powerful tracers of
the global hydrological system."? Recently, the development
of a high-precision analytical method for the analysis of the tri-
ple oxygen isotopes of water has provided a new hydrological
tracer: " Oexcess: Y The stable isotope ratios of water are
expressed in ¢ notation, where 580 and 670 are defined as
R/Rysmow — 1, where R(**0/'°0) and R(*”O/1°0) are determi-
nations of N(**0)/N(*°0) and N(*’0)/N(*°0), respectively;
abbreviated herein as (**0/'0) and (*0/0). VSMOW is
Vienna Standard Mean Ocean Water, which was distributed
between 1969 and approximately 2004 by the International
Atomic Energy Agency (IAEA, Vienna, Austria). Combined
measurements of ’O/"°O and *0/"°O can be expressed with
the parameter 0 excess:

7Ogxcess = IN(670 +1) —0.528 x In(6"O0+1) (1)

where 6180 and 67O are unitless ratios. Variations in *’Ouycess
are generally several orders of magnitude smaller than varia-
tions in §'%0 values and are conventionally expressed in per
meg (107°). While oxygen isotopic ratios of natural waters

* Correspondence to: S. W. Schoenemann, Department of Earth
and Space Sciences, University of Washington, Johnson
Hall Rm-070, Box 351310, Seattle, WA 98195-1310, USA.
E-mail: schoes@uw.edu

were historically reported relative to SMOW,P! using a single
standard fixes only the zero-point of the ¢ scale, and an addi-
tional standard is needed for normalization,'®® to account
for inter-laboratory scaling differences.!”! The Consultants’
Meeting on Stable Isotope Standards and Intercalibration in
Hydrology and in Geochemistry!'®! recommended that oxy-
gen isotope ratios be normalized on the VSMOW-SLAP scale,
where the consensus value for 6'*0 SLAP (Standard Light
Antarctic Precipitation) is exactly —55.5 %o relative to
VSMOW."! Due to the consumption of the original VSMOW
and SLAP reference waters, two replacement reference
waters, VSMOW2 and SLAP2, were developed. No signifi-
cant difference between the original and replacement water
"0 and 470 values has been detected!"! and hereafter we
will treat VSMOW and SLAP as synonymous with VSMOW?2
and SLAP2 when referring to the normalization of waters on
the VSMOW-SLAP scale.™? When discussing results of mea-
sured waters we explicitly label them as VSMOW, VSMOW?2,
SLAP, or SLAP2.

TAEA recommended that the reference waters VSMOW and
SLAP be measured for both '*0/'°0 and '7O/'O isotopic
ratios."?! Since that recommendation, only a few published
values for 670 of SLAP have been published,[3’14_16] and there
is still no agreed-upon SLAP §'7O value. Consequently, it has
been routine to report 70 xcess and 070 values without nor-
malization (e.g.[3’]7’]8]) to SLAP. This has led to discrepancies
between laboratories carrying out such measurements. A

I E R E E R —  _ — ————— ——————————————EEE—E———E—EE—=—m——,
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similar issue was recognized in the 1980s with the normaliza-
tion of hydrogen isotopes, where the measured difference
between two standards was found to vary among different
isotope ratio mass spectrometers; when VSMOW and SLAP
normalization was used, inter-laboratory differences were
significantly reduced.®'*! In this paper we show that inter-
laboratory differences for 7Qurcess and 070 values are
similarly reduced when a 6'7O value for SLAP is adopted. We
present recommendations for normalizing 5'7O SLAP values
based on high-precision 70 oycess measurements of VSMOW?2,
SLAP2, and GISP (Greenland Ice Sheet Precipitation).
Throughout the paper, when we report values relative
to VSMOW and SLAP, we adopt a notation similar to that of
Kaiser' where all normalized 6 values are clearly stated to be
on the VSMOW-SLAP scale, using the form 51802;’\‘,’;}&%%3_5L AP
where the right superscript denotes 'measured’, ‘assigned’,
or mormalized” and the right subscript denotes sample (s)
normalized to VSMOW-SLAP (s vsvow-siap): We use the
form 580, /vsmow for a sample that is referenced to VSMOW
but has not been normalized on the VSMOW-SLAP
scale. We use the term “instrument slope’ to refer to the quo-

. 18 ~assigned 18 ~measured . S
tient of 6 Ogxp vevow 10 0 O5Ap/vsmow occurring within

an individual isotope ratio mass spectrometer. Here, ‘measured’
refers solely to the isotope ratio produced directly from the mass
spectrometer and corrected only to VSMOW, without SLAP
normalization. Throughout the paper, all equations are
formatted as simple quantity equations without the commonly
used extraneous factor of 10° or 10°, as recommended by the
8™ SI Brochure.™!

EXPERIMENTAL

Measurement methods

Water was fluorinated to produce O, as previously
described®*?!! and the O, was collected as in Abe.[?! Briefly,
2 pL of water was injected into a 370 °C 15 cm long nickel
column containing 7 g CoF; converting H,O into O, and
creating HF and CoF, as byproducts. Helium carried O, at
30 mL min~" through a trap submerged in liquid nitrogen to
collect HF, which was later vented to a fume hood; the NaF
trap originally recommended by Baker et al™ was not used.
The O, sample was collected in a trap for 20 min, and then
transferred to a 14 cm stainless steel cold finger. Both the trap
and cold finger contained approximately 40 mg of 5A (4.2 to
44 A) molecular sieve and were submerged in liquid
nitrogen. To minimize memory effects, following Barkan
and Luz,®! we injected and discarded a minimum of four
injections when switching between waters with a difference
in 6'%0 value of greater than 5.0 %.. The cold fingers were
sealed using a bellows valve (SS-4BKT or SS4H; Swagelok,
Cleveland, OH, USA).

The O, samples were warmed to 60 °C and expanded for
10 min into the sample bellows through a custom multiport
on a dual-inlet ThermoFinnigan MAT 253 isotope ratio
mass spectrometer (Thermo Electron, Bremen, Germany)
with Faraday cup amplifiers for n/z 32, 33, and 34 of 1 x 10’
Q, 1x10"% Q, and 1x10" Q, respectively. The custom-
designed multiport used air-actuated bellows valves
(Swagelok SS-4BKT), air pressure control originally intended

for a stock microvolume, and modified ISL scripts. The O,
sample was analyzed for m/z 32, 33, and 34 abundance
ratios to determine 6'®0 and 67O values with reference
to O, gas (07ONSIESW = — 4319 %0 = 0.009, 5 0TSy =
—8.255 %0+ 0.002). Each mass spectrometric measurement
comprised 90 sample-to-reference comparisons. Each of these
comparisons consisted of 26 s of integration and 15 s of idle
time. After every 30 comparisons, the m/z 32 signals of the
sample and reference gases were balanced to 10 V and the
mass spectrometer was peak-centered on 11/z 33. The reference
bellows was automatically refilled before each sample to a
pressure that was equal to that of the sample. Over the course
of these measurements the mass spectrometer exhibited an
internal reproducibility of 0.002 %o, 0.004 %o, and 0.0037 %o
(3.7 per meg) for 570, 610, and "Opycess Values, respectively,
where the internal reproducibility was calculated as the standard
error of the mean (¢/vn — 1, n=90). The sample reproducibility
associated with each reference water was given by the standard
error (1) (Table 1) and the §'%0 precision was of the order of
0.1 %o. The waters measured in this study included the CTAAW
(Commission on Isotopic Abundances and Atomic Weights)
primary reference waters (VSMOW?2 IAEA No. 284 and SLAP2
TAEA No. 280) and the secondary reference water (GISP IAEA
No. 1756), as well as four in-house reference waters (Penn,
Seattle, WAIS, Vostok) and two reference waters (D57, TALOS)
from the Laboratoire des Sciences du Climat et I'Environnement
(LSCE, Gif —Sur-Yvette, France) (see Table 1).

Normalization methods

Normalization of meteoric waters to both VSMOW and SLAP
has been recommended to eliminate instrumental bias.[”?!
When we report values relative to VSMOW without normaliza-
tion to SLAP, we follow the correction technique given by
Brand?*l:

ds/vsmow = sywa + dwavsmow + (9swa) (dwa/vsmow) (2)

where we measure VSMOW water converted into O, relative
to our working gas (dvsmow,wg) and then determine the
working gas with respect to VSMOW using;:

-1
dwavsmow = (dvsmowwe + 1) —1 ©)

for both 670 and 620 values.
Normalization to the VSMOW-SLAP scale is as follows:

( 518 Oassigned )
-5 18 Omeasured SLAP/ VSMOW) ( 4)

18 ~normalized
070, s/VSMOW (

s/VSMOW-SLAP

18 ~ymeasured
0 OSLAP /VSMOW

where 6180;35;‘ /e\‘,jSMOW = —55.5%0. We refer to this as the

‘traditional linear” method. We propose normalization of

d .
51702)6{,&‘511\1{8‘%,\, values to 517OZS'LSEI§1/9\,SMOW , using the same

‘traditional linear” method as in Eqn. (4):

(517Oassigned >
5]7On0rma1ized(5choenemann) _ 517 Omeasured SLAP/VSMOW

s/VSMOW-SLAP s/VSMOW (

SLAP/VSMOW

®)

17, Omeasured )

517 Oassigned

where the SLAP/VSMOW

value is not yet agreed upon.

L
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ples. ‘Kaiser” 67O vsmow-
measured
s/VSMOW

vsMow-sLap Values are normalized to

=number of sam

17
Oexcess~ n

VSMOWS-SLAP scale. Stated uncertainties are 1o stan-
’Schoenemann’ 670

, and 1o standard deviation for

, identical to Eqn. (37) in Kaiser.®!
calculated using Eqn. (9). Note that we present our 51702/‘%5‘51‘\1,{8%\, and 6'%0,

pe values of reference waters on the
to reduce rounding errors and reproducibility of '"Oeycess calculations in this paper.
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(%0)
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Schoenemann
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(%0)

VSMOW-SLAP
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(per meg)
Measured

17
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(%0)
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—46

—10.922

—7.020
—32.928
—40.304

—5.748
—3.682
—17.506
—21.532

—5.749
—3.682
—17.510
—21.536

+5
+5
+3
+3

34
31
16
—46

+0.06
+0.06
+0.11
+0.07

—10.602

—6.814
—31.964
-39.123

+0.03
+0.03
£0.06
+0.04

—5.578
—3.573
—16.990
—20.897

16
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2
4

LSCE D57
LSCE Talos

An alternative normalization of 7 Qmesured

VSMOW
uHmOmmmmmsma ugmogmmm:«mm . 1 !/ f th ioht
( mr>3<m§os\v\ ( mr>m\<m§o§v m place of the right-

hand fraction in Eqn. (5) is only appropriate if the instru-
ment slope (the quotient of assigned to measured values)
can be demonstrated to be the same for %0 values as for
570 values. We refer to this linear normalization as the
’6'"®0 Approximation’ method and do not recommend
its usage; we include it here in the interest of
completeness.

Three other normalization approaches have been used,
and, while the differences among them are unimportant for
580 values, they lead to significantly different 70 xcess
values. Jabeen and Kusakabe!'! used a linear approach

using

similar to Eqn (5), but where %uom:rmwwvﬂwmzos\ is assumed to

18 ~assigned .
be 0.52 x 6 Og p ysmow:

18 ~assigned
QEX%A#§3§§EV

«m: OBOnEm:NmQ _ %Hwogmmmznma A
5 17 Ogmmmcama
SLAP/VSMOW

s/VSMOW-SLAP — s/VSMOW

(6)

We refer to this as the ’6'’O Approximation’ method.
Another normalization approach, introduced by Kusakabe
and Matsuhisa,™®! uses a linear correction that includes
the natural log of §7OJVGW , 008 NSvow , and
0°0g %w /VSMOW for the VSMOW-SLAP normalization, as

follows:

%Hu OEOWBm:NmQQAEm&SUmV
s/VSMOW-SLAP

18 ~assigned
In Am OgLap/vsmow T Hv

In (6" OB ASwow + 1)

=exp| In AuGOw\ﬂMwmmw\m%\,\ + wv -1

@)

We refer to this logarithmic method as "'Kusakabe’ normalization.
Finally, Kaiser!®! proposed to normalize §'7O values to
VSMOW-SLAP as:

me O:o_.Bw:NmaﬁAamm&
s/VSMOW-SLAP

18 ~assigned 0.528
Au Ospap/vsmow T Hv )

A%Hmoawmmzaa + Hvo,mwm -1
SLAP/VSMOW

_ 17 ~measured
- A% Om\<m§O<<v

In this case, (s/VSMOW) is the measured 47O value of SLAP
versus VSMOW.”#! Note that the left-hand side of the
above equation has been labeled as %uOMwﬂMﬂN%.AMMMWV rather
than %uOmw«mﬂ%mm as in Kaiser!® to unambiguously indicate
normalization on the VSMOW-SLAP scale. Equation (8)
reduces to Eqn. (5) when In(0”0 +1)=0.528 x In(6'80 + 1),
as is implicitly assumed in Kaiser!® and other work.”®! This
implies a O axcess Value equal to zero and therefore an
“expected’ SLAP 67O value of approximately —29.6986 %o.
As we will show, zero is an appropriate choice for 70 xcess
of SLAP.
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In(8'70+1) = 0.5282(0.0001)In(5"0+1)-+0.000023
-5+ R?=1

10% In(6"Oysmow-sLap+1)
]
o

60 -50 -40 -30 -20 -10 0 10

108 In(6"®0ysmow-sLap+1)

Figure 1. Plot of In(6"’0 +1) vs. In(6"%0 + 1) showing the iso-
topic composition of all meteoric waters measured and the
slope of the Global Meteoric Water Line (GMWL). In(0’0 +1)
=0.5282 (+ 0.0001) x In(6'0 +1) +0.000023 (R?=1.00000,
standard error at 95 % confidence limit). Talos is not included
in the calculation of the GMWL. The error bars are smaller
than the size of the symbols. All values are VSMOW-SLAP
normalized using the ‘traditional linear’ method by Eqns. (4)
and (5).

RESULTS

Table 1 summarizes paired 6'7O and 6'®0 measurements made
at the University of Washington-Isolab (UW) with and without
normalization to VSMOW and VSMOW-SLAP, and using the
various normalization methods discussed above. Figure 1
shows §7Opamalized . and §'80Ngmalzed | results from all
UW-analyzed reference waters in Table 1, using ‘traditional lin-
ear’ normalization (Eqn. (5)) with 70 ycess Value of SLAP=0;
the best fit line is In(6'7O + 1) = (0.5282 + 0.0001) x In(6*¥0 +1) +
0.000023 (95 % confidence intervals). The intercept represents
the average 70 1cess Value of meteoric (Antarctic and North
American) waters with respect to VSMOW and SLAP (Fig. 2).
These results are indistinguishable from independent estimates
of the global meteoric water line slo§>e by Luz and Barkan*®!
(0.528+0.0001), Meijer and Li*1 (0.528140.0015) and
Kusakabe and Matsuhisa™ (0.5282 -+ 0.001), confirming that
the definition of '"O,ycess using a slope of 0.528 is appropriate.

40 w

#Seattle
Per

L 4Penn i
30 SWAIS Agisp

20+ B

D57

10} 1

¢Vostok

O AswApP Avsmow -

Oexcess vsmow-sLap (Per meg)

17
|
IS
o
T
.

WTALOS

-50 . . . .
—60 -50 -40 -30 -20 -10 0 10

3 (518
10° In(6"*Oysmow-sLap+1)
Figure 2. Mean values of 70 excess vaMOw-sLAp for meteoric

(Antarctic and North American) waters with respect to
5180VSMOW_SL ap Values normalized by Eqns. (4) and (5).

All data from Table 1, along with all published ¢'’O and
6'80 values of SLAP and GISP, are summarized in Table 2.
Here we limit the review to dual-inlet isotope ratio mass
spectrometry (IRMS), except for one continuous-flow IRMS
study!"® that has comparable precision. We compare the
various normalization methods (Eqns. (3), (4), (5) and (8)).
In columns 4 through 7 of Table 2, we report the published
values of 51702}%?;{8“1,\, and 61802/12;‘551‘\%%\,, and the standard
error of the mean based on number of samples measured. In
column 8, we normalize the 67O values to the VSMOW-
SLAP scale using the 'Kaiser’” (Eqn. (8)) normalization,
while we use the ’‘traditional linear” method (Eqn. (4)) to
normalize the %0 values in column 10, where we define

517OngI$GSSMOW such that SLAP O aycess = 0.

The "Kaiser” normalization is useful for comparison among
the published SLAP,vsnvow) results in Table 2. After normali-
zation by Eqn. (8), the inter-laboratory agreement in SLAP 67O
and 6'®0 values was significantly improved compared with
the original reported (s/VSMOW) values (SLAP 80 stan-

dard deviation decreased from 043 to 0.03 %o). The

lized (Kai .
6170222?); /VSI\(/IOa\I/?/e—r S)LAP values measured in our lab were —29.70 %o,

in excellent agreement with the "Kaiser’-normalized values for
"0 SLAP reported in various previous studies: ~29.73 %o,1'!
2964 %0, -29.69 %0 —29.67 %0l 2967 %o,

and SLAP2 -29.68 %0.'""l The average 517022%?%;3%@?—6;{/%?

value for SLAP from all studies was —29.68 +0.03 %o (10).
Inter-laboratory agreement was also improved for GISP: the
’Kaiser’ normalization reduced the standard deviation for 7O
from 0.24 %o for raw measured values to 0.06 %o. The tra-

ditional linear” method produced a comparable improvement,

resulting in average GISP values of 51702%?7\%&(0%?;31) =

~13.1240.06 % and 0% g Nevow-arap = —24.79 +

0.08 %o, in excellent agreement with the JAEA 3180 value
(—24.78 +0.075 %o).

In Table 3, we show "Ogess values calculated from all
the data in Table 2. For our ‘'measured” SLAP2 reference water
we determined a Oeycess vemow value of —6+8 per meg.
Averaging of all the 'measured” SLAP 0 rcess  VSMOW
values yielded a mean of 15 + 28 per meg. The calculated SLAP

70 xcess vsmow:sLap values using the ‘Kaiser’-normalized values

17 ~normalized (Kaiser) 18 normalized (Kaiser)
6" Ogysmow-stap a0 0O ysyiow-sp.ap ) Spanned from —28 to

60 per meg, similar in range to the ‘6"0 Approximation’ and the
"Kusakabe” VSMOW-SLAP normalized values. An advantage of
the Kaiser!® method is that is preserves the original measured
17Oexcess from 517OS/VSMOW and 51805/ VSMOW, while adeSﬁng
the 60, svsmow Values to the accepted 580g1 AP /VSMOW
(—55.5 %o). This is apparent in the comparison of ‘measured’
70 pxcess vemow versus ‘Kaiser” 7

Oexcess vsmow-sLap in Table 3.
In the last column of Table 3, the calculated GISP 7O ucess

vemowsLap Values using the ’‘Schoenemann’-normalized
technique yield an average of 48 + 34 per meg. Note, however,
that most previous work did not report 70 xcess, and in most
cases there was insufficient data shown to calculate it accurately.
To determine a best estimate for the Oucess VSMOWSLAP
of GISP, we therefore used the three 670 and 60 datasets
[3.15, this studyl that have the best reported precision and the largest
number of measurements to date. The weighted average values
are GISP 6”70 = —13.16 £ 0.05 %o and ""Opycess =22 + 11 per meg,
as reported in Tables 2 and 3.
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DISCUSSION

Two important findings can be drawn from the data compiled
in Tables 1-3. First, neither our data, nor any other published
results, suggest a 70 xcess vamow Vvalue for SLAP that is dis-
tinguishable from zero. This is true regardless of the
normalization procedure used. Second, normalization to the
VSMOW-SLAP scale significantly reduces the inter-laboratory
differences in the measurement of the 67O value of SLAP.
The average 67O value for all ‘Kaiser’-normalized measure-
ments (—29.68 +0.03 %o) is well within the measurement error
of the value obtained when SLAP O,cess is defined to be
identically zero. Note, however, that "Kaiser’ normalization
did not greatly improve inter-laboratory differences in mea-
surements of the Ogycess Of GISP (Table 3). Here, the lack of
a definition of YOeaycess for SLAP becomes apparent.

Based on these results, we propose that a new procedure for
calculating 70 axcess be adopted. We recommend normalization
to the VSMOW-SLAP scale using the ’traditional linear’
method, using an assigned 8Osy ap svsmow Vvalue based on
the accepted 6'80g; ap svsmow Of —55.5 %o and 70 excess = 0. This
requires using the following equation to solve for the assigned
517OSLAP/VSMOWZ

517On0rmalized
SLAP/VSMOW
— exp( 7Oz 4 0.528 x In(6"OF Egyow + 1)) ~ 1
©)
where 705821 =0 . This yields 6"70%" 5 veyow =—29-6986 %o

approximated to four decimal places. As noted above, the
“Kaiser” normalization (Eqn. (8)) becomes identical to the ‘tradi-

tional linear’” formulation of Eqn. (5), using this definition of
517Oassigned
SLAP/VSMOW*
In contrast, the linear scaling using the log transform of

the 670 and 60 values as recommended in Kusakabe
and Matsuhisa!’® alters the currently accepted %0
values for all international standards, and is unnecessary
as long as the log definition of 70 icess 1S maintained
(ie. VOpeess = In(670 +1) —0.528 x In(6"°0 +1)).

A major advantage of our recommended approach for
normalization of 57O values is that it is straightforward, and
is the same approach that most laboratories currently use for
5'80 values. Furthermore, the resulting inter-laboratory differ-
ences in 60 and "Opycess values for all other reference waters
are reduced. This is illustrated by the results for GISP in Tables 2
and 3. As expected, the precision of the 'O value of GISP
among the published studies is improved from 0.40 %o to 0.08
%0 when normalization to the VSMOW-SLAP scale is used.
Similarly, when our proposed method of 5'7O normalization
is employed, the precision of 70 excess vsmow-si.ap of GISP is
improved by ~10 per meg (Table 3).

We note that because there has been no defined value for
the 670 of SLAP, some recent studies!"”'®! have used the
670, svsmow SLAP values reported by Barkan and Luz,”!
which were based on the assumption of identical instrument
slopes for both Y0 and 630, as well as a value for 5'*0 SLAP
of —55.11 %o, which differs from the recommended IAEA
accepted value of —55.5 %o. This complicates comparison of
published 170 1coss measurements, and also may create
confusion about reported §'®0 values. Using our recom-
mended normalization approach, the instrument slope in

our laboratory for 670 is —29.6986/-28.822 =1.0304. This
is very similar to the instrument slope for 6'*0 (~55.5/
-53.874=1.0302), but it is not identical. Defining both 67O
and 6'"®O SLAP values makes assumptions about the
instrument slope unnecessary.

Our results also show that the individual precision of the
4'%0 and 67O values need not be as high as implied in some
previous work (e.g. Barkan and Luz®)). As noted by Barkan
and Luz,?'! the errors in 6'%0 and 67O values are covary-
ing; therefore, very precise and accurate Y0 0ycess Mea-
surements can be made even when the individual §'*0
and 670 errors are relatively large (e.g. a few tenths of a
per mil). There are several possible sources of correlated
error in 6'®0 and 67 O values: during sample preparation
these include fractionation occurring during equilibrium
phase changes, diffusive fractionation of water, fractionation
of O, during the freezing of O,; in the mass spectrometer,
fractionation or preferential ionization may occur in the
mass spectrometer source. In all cases, the relationship
between the errors in 6'*0 and 67O values will follow a
slope of about 0.52.%%1 Tt can be shown that the error in
70 xcess then depends primarily on the difference between
the actual slope of the correlated errors and the slope of
the definition of Oeycess: 0.528. For example, in the case
where the relationship between errors in In(6'*0 +1) and In
(0”0 +1) is 0.54, the error in ""Oeycess assuming no indepen-
dent (uncorrelated) errors, is simply given by:

o2, = ((0.54 — 0.528) x In(oys +1))? (10)

where, for example, if the measured 880 error 15 =0.36 %o, the
resulting 70 excoss €ITOT iS only oys=4.3 per meg. This is com-
parable with our measurement reproducibity for SLAP2 and
GISP. In contrast, with uncorrelated errors, the relevant equa-
tion would be o2 = (In(ayy +1))> + (0.528 % (In(o1g + 1))
and assuming g15=0.36 %o and o17=013/2, we would obtain
Oys = 269 per meg, which is obviously well outside the range
of our measured standard sample reproducibility.

CONCLUSIONS

We have measured the triple oxygen isotopic ratios of meteoric
waters, including VSMOW2, SLAP2, and GISP, using the estab-
lished methods of Barkan and Luz, with the modification
suggested by Abe,??! where the final O, collection uses molecu-
lar sieve/liquid nitrogen rather than liquid helium. We obtain a
meteoric water line with a slope of 0.5282 +0.0001 (standard
error at 95 % confidence limit), indistinguishable from that of
Luz and Barkan,"®! supporting the use of the slope 0.528 in
the definition of YO axcess:

The increasingly common use of 70 coss N applications
using water isotopes makes it important that there be no
ambiguity in the definition of measurement standards and
normalization procedures among different laboratories.
How one chooses to normalize oxygen isotopic measure-
ments to the VSMOW-SLAP scale has a significant effect
on 7Oeyeess. Published 7Oycess values vary by as much as
33 per meg depending on the practice of normalization.
We recommend using the conventional method of linear
scaling for 67O values that is already commonly used for
5180 values (Eqn. (5)):

4y
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17 ~assigned )

517 Onormalized(Schoenemann) — 5 Onormalized ( SLAP/VSMOW

s/VSMOW-SLAP s/VSMOW (

17 ~ymeasured
0 OSLAP/VSMOW)

where 5170;%3/8\‘?51\40‘,\] is defined in terms of the "Opycess OF
SLAP, which is assigned to be identically 0. The

igned . . .
517OZSLS/1§>n/e\/SMow is then defined precisely as:

37O Nsvow = €xp(0.528 x In(—0.0555+1)) =1 (11)

. . . 17 ~assigned _
This results in an approximate value of ¢ Og \p /VSMOW =

—29.6986 %o, but we emphasize 51702?;81?;\‘;SM0W be defined only
in terms of its assigned 5180 and Oy ess values. We note that, in
general, reporting 67O and §'#0 values only to their individual
measurement precision (typically, to two decimal places) is not
adequate for 70 excess calculations. Because '7Opycess can be mea-
sured to significantly greater precision than either 5’0 and §'*O
values, we recommend that O cess Values of measured samples
always be reported when available, rather than reporting only
5170 and 680 values.

The normalization and reporting procedure that we recom-
mend has several advantages over previous approaches. First,
because it defines a value for the 67O of SLAP, inter-laboratory
differences in both 070 and Oueess measurements are
reduced. This is consistent with the original adoption of §'*0
of SLAP=-555 %, and the recommendation that all §'%0
values be normalized to the VSMOW-SLAP scale.®?”! Second,
the adoption of 7Oexcess Of SLAP to be defined as zero is
consistent with all previous results, which cannot distinguish
the "Ogycess Of SLAP (or SLAP2) from zero. Finally, several
published values for the 67O of SLAP have assumed
implicitly the YO rcess Of SLAP to be zero (e.g. Kaiser®® and
Franz and Réckmann'™! state that the ’‘expected’ SLAP
070 =0.528 x In(0'*0 + 1)).

Laboratories are encouraged to measure the reference
water GISP to ensure proper calibration to the VSMOW-SLAP
scale. When our proposed method of 67O normalization is
employed, the inter-laboratory differences for both 570 and
70 excess Values for GISP are reduced. Using the most precise
670 and 6'80 data from Table 2, we find that the weighted

normalized

average value for GISP is 67 Oyenpaized . = —13.16 + 0.05%o
and Ouycess vemow-sLap=22+11 per meg. We do not
recommend adopting a 'O value for GISP but,
based on the most precise and largest number of
measurements available (Barkan and Luz,”® Kusakabe and
Matsuhisa,™®! and This Study), the GISP 70 excoss VSMOW-
sLap value of 22411 per meg should be taken as the cur-
rent best estimate.
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Chapter 3

Triple water-isotopologue record from WAIS Divide, Antarctica:
controls on glacial-interglacial changes in 0 exeess OF precipitation

Originally Published in Journal of Geophysical Research: Atmospheres
http://onlinelibrary.wiley.com/doi/10.1002/2014JD021770/full

The main text of this paper is in Chapter 3 and the supplementary material makes up Chapter 4.

The primary objective of this work was to determine if the large glacial-interglacial change in
"Ocxeess Observed in the Vostok ice core (Landais et al. [2008]) was representative of the
magnitude of 0 excess change for other regions of Antarctica, particularly West Antarctica
because of its more marine-influenced climate. The major contribution of this paper was the first
high-resolution West Antarctic '’ Ocycess record, produced for the WAIS Divide (WD) Ice Core
covering the past 25 kyr. The WAIS Divide '"Oexcess record is also the first ice core record to
span the entire Holocene period. We also obtained '"Ocycess measurements from limited sections
of the Siple Dome and Taylor Dome ice cores for the Holocene and glacial periods. These
Oexeess Tesults, combined with recent results from Talos Dome and Dome C (Winkler et al.
[2012]) provide the most complete spatial and temporal view of '"Oeycess in Antarctica to date.
Measurements were made using water fluorination techniques and dual-inlet Isotope Ratio Mass
Spectrometry (IRMS) in the UW A*IsoLab.

Our results from the modern-day ice core samples and Antarctic snow demonstrate that there
is a strong spatial gradient of decreasing ''Oeycess towards the interior of the continent. This
finding was counter to the conventional view of the '"Oecess Spatial gradient based on the
available measurements from Talos Dome, Dome C and Vostok. However, the isotopic data for
the different ice cores had not been consistently calibrated between the various labs, and
therefore, artificial differences due to discrepancies in normalization had produced an increasing
"Ocxeess gradient from the coast (Talos) to the interior (Vostok). In this work, all original and
published 6'’0 and §'°0 data were normalized as recommended by Schoenemann et al. [2013],
allowing consistent comparison of the data for the first time.

The work of Winkler et al. [2012] showed that there were different magnitudes of '"Oeycess
change for the Last Glacial Maximum (LGM, 20-25 ka) to Early Holocene (EH, 9-12 ka)
periods, and the authors attributed this to different moisture sources for each ice core site, each
with its own change in the different source relative humdities. The additional results from WD,
Siple Dome, and Taylor Dome showed that there is indeed a spatial pattern to the change in
"Oexcess between glacial and interglacial periods, with sites further inland showing a greater
magnitude of change, while near-coastal sites indicate little or no change in '"Oexeess. At WD, the
LGM to EH change in '"Oqyeess is 17 per meg, comparable to the large change of 22 per meg at
Vostok.

To interpret the observed changes in '"Oeyeess We used the ECHAM4.6 isotope-enabled
atmospheric general circulation model (GCM) to simulate LGM and present-day Antarctic
conditions. To do this we added 6'’O to the isotope module, which required updating
equilibrium and kinetic fractionation factors and tuning the model to match present-day T 0excess
observations. The model can qualitatively reproduce the observed spatial distribution of modern
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"Oexcess N Antarctic precipitation, but only when tuned with a higher sensitivity of
supersaturation to temperature than is commonly used in the literature.

The LGM to EH model simulations show that kinetic isotope effects during snow formation
under supersaturated conditions (e.g., very cold temperatures) are best able to explain the spatial
pattern of LGM to Early Holocene change. Additional GCM experiments show that the
expansion of sea ice reduces moisture recharge and increases the area over which kinetic
fractionation can occur, amplifying the effect of colder temperatures, and thereby decreasing
"Oexcess €n-route to Antarctica. We find there is no need to invoke changes in humidity over the
ocean that are often required to explain deycess and ''Oexeess data. Temperature and sea ice
changes alone are sufficient to explain the observed glacial-interglacial increases in T 0excess
across Antarctica.

This second paper represents the main body of my graduate research. Most of the WAIS
Divide, Taylor Dome, and Siple Dome '"Ocyxeess measurements were made by myself, with
additional help from K. Samek and B. Vanden Heuvel. 1 produced the compilation and
normalization of the previously published datasets. Qinghua Ding carried out the GCM
simulations in accordance with my suggestions for experimental design, boundary conditions,
and fractionation factors. Andrew Schauer assisted in data analysis protocols to identify outliers
and to calibrate the '"Ocycess measurements to VSMOW and SLAP over multiple measurement
periods. Bradley Markle contributed on techniques to redefine dexcess to the logarithmic form
(dp), and provided valuable comments on how to best demonstrate the '"Ocycess sensitivity to
temperature. Eric Steig offered significant editorial and conceptual suggestions to improving the
manuscript. I wrote the manuscript and supplement, interpreted the '"Opycess records, analyzed all
the GCM output, and produced all the figures and tables.
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Triple water-isotopologue record from WAIS Divide,
Antarctica: Controls on glacial-interglacial

changes in 70,55 Of precipitation

Spruce W. Schoenemann’, Eric J. Steig’, Qinghua Ding', Bradley R. Markle', and Andrew J. Schauer’

YIsoLab, Department of Earth and Space Sciences, University of Washington, Seattle, USA

Abstract Measurements of the 170 xcess Of H,O were obtained from ice cores in West and East Antarctica.
Combined with previously published results from East Antarctica, the new data provide the most complete
spatial and temporal view of Antarctic 170 0xcess to date. There is a steep spatial gradient of 70 axcess i
present-day precipitation across Antarctica, with higher values in marine-influenced regions and lower
values in the East Antarctic interior. There is also a spatial pattern to the change in 170 xcess between the Last
Glacial Maximum (LGM) and Holocene periods. At coastal locations, there is no significant change in 70 xcess:
At both the West Antarctic Ice Sheet Divide site and at Vostok, East Antarctica, the LGM to Early Holocene
change in "7 Ogycess is about 20 per meg. Atmospheric general circulation model (GCM) experiments show that
both the observed spatial gradient of 70 excess in modern precipitation, and the spatial pattern of LGM to Early
Holocene change, can be explained by kinetic isotope effects during snow formation under supersaturated
conditions, requiring a high sensitivity of supersaturation to temperature. The results suggest that fractionation
during snow formation is the primary control on 7O excess in Antarctic precipitation. Variations in moisture
source relative humidity play a negligible role in determining the glacial-interglacial 70 excess changes observed
in Antarctic ice cores. Additional GCM experiments show that sea ice expansion increases the area over which
supersaturating conditions occur, amplifying the effect of colder temperatures. Temperature and sea ice
changes alone are sufficient to explain the observed 70 xcess glacial-interglacial changes across Antarctica.

1. Introduction

Measurements of the stable isotope ratios of water (5D and 6'20) in polar precipitation have long been used
in ice core studies [Dansgaard, 1964; Merlivat and Jouzel, 1979; Gat, 1996; Jouzel et al., 2003]. A recent
innovation is the development of methods for obtaining precise measurements of the third water isotope
ratio, 5'7O [Baker et al., 2002; Barkan and Luz, 2005], complementing traditional measurements of JD and
5'80. Combined measurements of §'80 and 6'7O can be expressed with the parameter '"Ogycess:

"Oexcess = In(6'70 + 1) — 0.528 x In ("0 + 1) m

where '®0 and ¢'70 are unitless ratios defined by 3'0 ='Rsample/ Rvsmow — 1, and 'R is the ratio of isotopologue
H,'O to the common isotopologue H,'®0. Variations in ' Ogycess are generally several orders of magnitude
smaller than variations in 5'20 and are conventionally expressed in per meg (10~°) or ppm.

Like the better known deuterium excess, deycess =D — 8 X 880, 7 Oaycess is sensitive to kinetic fractionation.
The daycess in precipitation has frequently been interpreted as a proxy for moisture source conditions because
it is sensitive to both temperature and humidity during evaporation. However, this interpretation is complicated
by the fact that deycess is NOt @ conservative tracer in the atmosphere, even under purely equilibrium
conditions [Jouzel and Merlivat, 1984; Petit et al., 1991; Kavanaugh and Cuffey, 2003; Masson-Delmotte et al.,
2008; Uemura et al., 2012]. The theoretical advantage of '"Ogycess is that it is insensitive to evaporation
temperature [Barkan and Luz, 2007; Risi et al., 2010a] and is less sensitive than de,cess to equilibrium fractionation
processes during the formation of snow. In combination with 3'80 and deycess: ' Oexcess Offers a potential
means to disentangle the competing effects of fractionation during evaporation, in transport, and during the
formation and deposition of precipitation.

Both theory and experimental results show that an excess of '’O in meteoric water originates from evaporation
of ocean water into undersaturated air and is negatively correlated with relative humidity [Barkan and Luz, 2007;
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Luz and Barkan, 2010; Risi et al., 2010a]. Variations of 5'’0 and ¢'80 stem from the difference in saturation
vapor pressures between the light and heavy isotopes, resulting in vapor liquid equilibrium fractionation
expressed as 0=In(""a)/In('®a), where (0eq=0.529) and « is the fractionation factor [Matsuhisa et al., 1978].
The greater diffusivity of light isotopes leads to kinetic fractionation, with 4= 0.518 [Barkan and Luz, 2007].
Theoretically, kinetic isotopic fractionation from diffusive transport of water vapor in air should dominate
the mean 7 Ogycess iN Water vapor at the ocean surface. As expected, elevated values of "7 Ogycess are observed
in marine vapor and in meteoric waters, including polar snow [Gat, 1996; Barkan and Luz, 2005, 2007;
Landais et al., 2008; Uemura et al., 2010].

During snow formation in the polar regions, the condensation of water vapor to liquid or ice typically occurs
above saturation (i.e., >100% relative humidity). In this environment, the vapor pressure surrounding a
water droplet or ice crystal is greater than that of the saturated vapor pressure for the condensing surface,
resulting in supersaturation. In Antarctica, the lack of ice nuclei onto which water vapor can condense
results in highly supersaturated conditions. The strong gradient in vapor pressure between the supersaturated
water vapor and the ice surface favors preferential removal of H,'”0, leaving the remaining vapor enriched
in H,'20 relative to the global meteoric water line (GMWL = 0.528). This kinetic fractionation process during
ice crystal formation is due to the greater amount of molecular diffusion that occurs for the lighter isotopologue
(H5'”0). Note that relative to H,'®0, both the heavy isotopologues (H,'’O and H,'0) are still preferentially
removed through equilibrium fractionation and the vapor becomes more depleted in 6'’0 and 5'%0.
Equilibrium fractionation alone would preferentially deplete H,'®0 in the water vapor and therefore
result in more positive '’ Ogycess Values. However, the competing influence of kinetic fractionation under
stronger supersaturation conditions dominates the total effective fractionation. This results in progressively
lower " Oeycess as condensation proceeds (e.g., for snowfall forming from an air mass moving further into the
Antarctic interior).

The normalized relative humidity (hereafter, rh,) immediately above the ocean surface is the main factor
controlling 70gxcess in the marine boundary layer, though the degree of turbulence (i.e., the wind speed)
affects the sensitivity [Landais et al., 2008; Risi et al., 2010al. The rh,, is defined as the water vapor concentration
in the free air divided by the saturated vapor concentration at the temperature of the ocean surface [Gat, 1996;
Barkan and Luz, 2007; Uemura et al., 2010; Risi et al., 2010al:

rhy, = rhg x szt (Ta) 2)

Aat(Ts)
Previous work suggested '’ Ogycess to be only weakly influenced by fractionation during precipitation,
and it was therefore expected that 7 0xcess iN polar snow and ice could be used as a proxy for the
humidity in the marine boundary layer over the moisture source areas where polar moisture originates
[Barkan and Luz, 2005, 2007; Landais et al., 2008; Luz and Barkan, 2010; Risi et al., 2010a; Winkler et al.,
2012; Landais et al., 2012al. In particular, Landais et al. [2008] interpreted the 20 per meg '"Ogycess
decrease between the Early Holocene (EH, 12-9ka) and Last Glacial Maximum (25-20ka) in the Vostok
ice core to indicate a 20% rh,, increase over the average glacial ocean moisture source for East Antarctic
precipitation. However, two additional '”Ogycess records from East Antarctica (European Project for Ice
Coring in Antarctica (EPICA) Dome C and Talos Dome) show smaller degrees of Last Glacial Maximum (LGM)
to EH change than at Vostok. Winkler et al. [2012] showed that this observation made the interpretation
of "7 Oaxcess change at Vostok as a change in source region rh, problematic. They proposed several
mechanisms: different moisture source regions reflecting different rh,, and moisture trajectories and kinetic
fractionation with a stronger supersaturation sensitivity to temperature, in order to explain the different
7 Ogxcess €volution between cores. It was suggested earlier by Miller [2008] that the relatively large
magnitude of LGM to EH 70 excess change observed at Vostok may reflect the influence of stratospheric
water vapor with a strong anomalous 17Oexcess signature. Interpretation of 17Oexcess in Antarctic ice cores
thus remains ambiguous.

To date, all records of Antarctic " Oeycess variability have come from East Antarctica. Here we contribute
new '"Oeycess data from West Antarctica, including a ~25,000 year long record from an ice core at the
central West Antarctic Ice Sheet divide (WAIS Divide). We also present new deuterium excess data from
the WAIS Divide ice core. As recommended by Uemura et al. [2012] we adopt a natural log definition of
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dexcess (hereafter, d,,). Uemura et al. [2012] calculated a second-order polynomial best fit to the natural log
of the isotopic data from the Global Network of Isotopes in Precipitation and a compilation of Antarctic
isotope data [Masson-Delmotte et al., 2008]:

din = IN(6D + 1) — (—2.85 x 1072 (In(6"%0 + 1))* +8.47(In(5'%0 + 1)) 3)

The use of dy, better accounts for differences in temperature sensitivity of equilibrium fractionation between 6D
and '80 than does the traditional deycess. The use of d, also reduces the impact of glacial-interglacial changes in
the isotopic concentration of seawater, which requires a significant correction for deycess [Stenni et al., 2010b].

Together, the new data provide a more complete picture of the spatial distribution of '’ Oaycess across Antarctica,
and allow us to better assess the controls on '’ Ogycess ON glacial-interglacial timescales.

2. Methods

The WAIS Divide ice core (WDC) was drilled over a 5 year period, reaching a depth of 3405 m in 2011. The core
was drilled at latitude 79°28.06'S and longitude 112°05.2'W, about 24 km west of the Ross-Amundsen ice
flow divide and 160 km east of the Byrd Station ice core site. The elevation at the ice core site is 1766 m;
the modern accumulation rate is 22 cma™' (ice equivalent) and the mean annual temperature is approximately
—30°C. The age of the oldest recovered ice is ~68 ka [WAIS Divide Project Members, 2013].

We measured '’ Ogycess ON the WDC using methods developed by Baker et al. [2002] and Barkan and Luz
[2005, 2007] and described in detail in Schoenemann et al. [2013]. Briefly, water is fluorinated with CoF; to
produce O, [Barkan and Luz, 2005], which is then carried by helium to a molecular sieve trap as in Abe [2008].
The O, sample is analyzed for m/z 32, 33, and 34 abundance ratios on a dual-inlet ThermoFinnigan MAT 253
isotope ratio mass spectrometer (ThermoElectron, Bremen, Germany) to determine 5'80 and 6'70 values with
reference to O, gas.

Samples from the WDC were measured every 20 and 10 m for Holocene age and glacial age samples,
respectively. The measurements cover from ~25ka to the present, spanning depths 2600 m to 0 m in the
WDC. We used both an internal water standard (WAIS Water) and the Vienna Standard Mean Ocean Water
(VSMOW) 2, Standard Light Antarctic Precipitation (SLAP)/SLAP2, and GISP standards from the International
Atomic Energy Agency, measured after every 10-15 samples to calibrate and verify the performance of both
the fluorination line and the mass spectrometer. All samples were reproduced in duplicate or greater. The
measured §'20 and 6'70 data were corrected to the VSMOW-SLAP scale using the normalization technique of
Schoenemann et al. [2013]. The reproducibility associated with each sample is given by the population
standard deviation (6 per meg) of the WAIS Water standard (n=31). In addition to the WDC samples, we
measured 7 Oaycess ON a limited number of Holocene age and glacial age ice core samples from the Taylor
Dome and Siple Dome ice cores using the same methods. The ¢'20 and 6D on the WDC were measured at a
resolution of 0.5 m with a Picarro L1102i using cavity ring down spectroscopy and then normalized to the
VSMOW-SLAP scale [WAIS Divide Project Members, 2013]. The precision of §'20 and 6D are 0.09%o and
0.59%o, respectively, and the propagated error for deycess and dj, values is 0.60%o.

To eliminate interlaboratory differences among published data resulting from different calibration methods, we
normalized all previously reported 6'70 and ¢'20 values to the VSMOW-SLAP scale using SLAP 6'80 = —55.5%o
and " Ogycess =0 per meg, following Schoenemann et al. [2013]. Note that after VSMOW-SLAP normalization,
some values, particularly those far removed from VSMOW, will be different than reported in the original
published work. We provide all original data and data normalized to VSMOW-SLAP in Data S1 in the supporting
information. In the case of the Vostok record from East Antarctica, calibration discrepancies have been noted
between the two laboratories that performed the measurements, Le Laboratoire des Sciences du Climat et
I'Environnement (LSCE) and Institute of Earth Sciences (IES), Hebrew University of Jerusalem [Winkler et al.,
2012; Landais et al., 2012b; Risi et al., 2013]. Long-term repeated measurements show that surface snow at
Vostok is ~3 per meg, about 24 per meg lower than at WAIS Divide [Schoenemann et al., 2013]. In comparing the
Vostok record of '?Oeycess With that from WDC and other ice cores, we therefore apply an offset of —24 per meg
from the mean of the VSMOW-SLAP-normalized data from Landais et al. [2008]. This is consistent with
measurements of precipitation samples at Vostok, performed at both LSCE and IES [Landais et al., 2012a].

SCHOENEMANN ET AL.

19
©2014. American Geophysical Union. All Rights Reserved. 3



@AG U Journal of Geophysical Research: Atmospheres 10.1002/2014JD021770

2.1. Model Simulations

To aid interpretation of the '"Ogycess data, we use the European Center Hamburg atmospheric general
circulation model, ECHAMA4.6 [Roeckner et al., 1996]. As used here, ECHAM4.6 has 19 vertical levels and a
horizontal resolution of T42 (2.8° by 2.8°). We modified the water isotope module [Hoffmann et al.,, 1998] for
ECHAMA4.6 by adding an implementation for 70 axcess and by using the most up-to-date fractionation factors
for the water isotopologues.

Equilibrium fractionation factors for deuterium (zaeq: (HD'®0)/(H,'°0),) and oxygen-18 (1805,3q =(H,"®0)/
(H5'0),) are calculated using the original temperature-dependent values from Majoube [1971] for T> 273 K,
where [=liquid and v=vapor:

2689 = exp(52.612x1073 — 76.248 /T + 24844/T? @
I-v
oyl = exp(—2.0667x107° — 0.4156/T + 1137/T?) )

The most important update is for ice/vapor equilibrium fractionation for temperatures between 233K and
273 K from Ellehgj et al. [2013]:

%a;%, = exp(0.2133 — 203.10/T + 48888/T?) ©6)
809, = exp(0.0831 — 49.192/T + 8312.5/T?) )
TS, = (%a5,)" ®)

For (H,'70)//(H,'°0),, the equilibrium fractionation factors are calculated as ' oeq = (*®0eq)®>*° for
temperatures both above and below 273 K [Barkan and Luz, 2005]. The kinetic fractionation factors for the
molecular diffusivity of deuterium (Cogitr) include the temperature-dependent linear approximation from Luz
et al. [2009] where the relationship between diffusive fractionations of hydrogen and oxygen is:

oais = (Caaee — 1)/ (Paar — 1) )
and the linear approximation of the temperature dependence of ggi is given by
(Ddiff(T) =1.25 -0.02T (T in DC) (—IO)

For the molecular diffusivity of H,'%0 and H,'’O, we use "8ug¢ = D(H,'80)/D(H,'®0) = 1.0096 and

7 ogite= ("ogier) > [Barkan and Luz, 2007; Luz and Barkan, 2010). The value for "8aq was determined from
water vapor samples collected over the open ocean, incorporating the influences of wind speed and
molecular turbulence [Uemura et al., 2010]. We note that this value is somewhat higher than values derived
from experimental estimates by Merlivat and Jouzel [1979] (*ogier=1.007 for low wind speeds, 1.003-1.005
for rough regimes), which have frequently been used in earlier modeling work.

During snow formation, the kinetic fractionation between vapor and liquid water or ice is calculated as
S

- 11
T e @) 1) a

Okin =
where S is the supersaturation parameter, following Jouzel and Merlivat [1984]. The effective fractionation
factor is then given by aefr = aeqakin. The supersaturation parameter, S, is assumed to be linearly related to
cloud temperature (T). The diffusion constants D and D" represent the diffusion constants for the light and
heavy isotopologue, respectively. The supersaturation dependence on condensation temperature is
defined by S=a — bT, with T in degrees Celsius and where a and b are empirical constants. We use a=1
and vary b from 0.002 to 0.007, which covers the range of values used previously in both intermediate
complexity isotope models and general circulation model (GCM) studies to capture observed Antarctic
dexcess Variability [Kavanaugh and Cuffey, 2003; Schmidt et al., 2005; Risi et al., 2010b; Werner et al., 2011;
Landais et al., 2012b].

In the GCM experiments, the ocean surface water 5'80 and JD are set to 0%o, while " Ogxcess is et to —5 per
meg. Luz and Barkan [2010] measured seawater '’Ogycess Values ranging from —15 to 5 per meg; however,
none of these measurements were made southward of 32°S, providing little constraint on seawater '’ Ogycess
for the Southern Ocean and midlatitude moisture sources. Initial conditions for atmospheric water vapor are
set to 20 per meg, but results are insensitive to this value since the model water vapor quickly approaches
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equilibrium with the ocean. Uemura
et al. [2010] found "7 Ogycess Vapor
measurements in the Southern Ocean
near Antarctica (60-65°S) ranged from
—8 to 19 per meg; the higher value is
consistent with our GCM simulations.

30 W 30 E

60 E

East Antarctic To simulate present-day precipitation-
Sector Weighted 5180: dlnr dexcessr and 17Oexcess:
we initialized the ECHAM4.6

%0'E  atmospheric general circulation model
with modern boundary conditions
(preindustrial greenhouse gas
concentrations, modern ice sheet
topography, and orbital parameters).
120 We prescribed a climatological seasonal
sea surface temperature (SST) cycle to
obtain the model’s mean climate. A
second control using an Atmospheric
Model Intercomparison Project-style
configuration (forced by historical ERA-
Figure 1. Map of Antarctic ice core locations and surface snow data. The  Interim/ERA-40 SST data) for a 30 year
West Antarctic Ice Sheet Divide ice core (WDC) is marked by the red star. period showed no significant difference
The relevant sites discussed throughout the text include: Siple Dome (SD),

Taylor Dome (TD), Talos Dome (TLD), European Project for Ice Coring in
Antarctica (EPICA) Dome C (EDC), Vostok (VSK), Dome Fuji (DF), Plateau

90" W

West Antarctic. S74
Sector

120'W

in the mean. As noted above, a range of
supersaturation sensitivities to

Station (SLAP water), EPICA Dronning Maud Land (EDML), and D57. The
West Antarctic sector spans from 70°W to 150°W and the East Antarctic
sector spans from 165°E to 70°W. All locations indicated above are the
same throughout the following figures.

temperature, as used in previously
published model studies [Schmidt et al.,
2005; Risi et al., 2010a; Winkler et al.,
2012; Landais et al., 2012a; Risi et al.,

2013], was evaluated.

To simulate precipitation-weighted 680, di, dexcesss aNd " Oaxcess for the Last Glacial Maximum (LGM, 21 ka),
we prescribed boundary conditions following the Paleoclimate Modeling Intercomparison Project (PMIP Il)
[Braconnot et al., 2007]: LGM ice sheet topography (Ice-5G) [Peltier, 2004], solar insolation [Berger, 1978], CO,
concentration of 185 ppmyv, and SST output data from an LGM experiment of the coupled ocean-atmosphere
model CCSM3 [Otto-Bliesner et al., 2006]. As for the modern simulations, we used a range of supersaturation
sensitivities. Each experiment consisted of 30 year integrations where only the last 20 years are used. In
addition to the “LGM” experiments, we performed “LGM-cold” simulations in which a uniform 4°C global
decrease to the LGM sea surface temperature field is applied, in order to better match the high-latitude
temperatures estimated from Antarctic ice core reconstructions.

To complement the LGM and LGM-cold experiments, in which the change in SST and sea ice boundary
conditions is found to play a significant role in the resulting 680, diny dexcesss aNd " Oaxcess fields, we
performed another set of experiments (Extend-Ice) that use modern boundary conditions but with extended
sea ice. We prescribe an amplified sea ice seasonality, as supported by Collins et al. [2012] for the LGM. In
winter, the edge of sea ice is expanded ~10° north from the edge of the present-day model (July, August, and
September, JAS) sea ice climatology, while in the summer (January, February, and March, JFM) the sea ice
extent is equal to present-day. In the transition seasons (October, November, and December (OND) and April,
May, and June (AMJ)), we extend the sea ice edge by ~5°.

To make comparisons of the isotopic records and model results, we account for the change in 5'®0 and 6D

composition of the ocean during the glacial period resulting from the buildup of continental ice sheets. These
seawater corrections have a considerable influence on the deycess records and are therefore necessary in order
to interpret the glacial-interglacial deycess changes [Jouzel et al., 2003; Stenni et al., 2010b]. We find that the dj,
definition of deycess (following Uemura et al. [2012]) reduces the large impact of the isotopic seawater correction
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Table 1. Present-Day (PD) oD, 5'%0, dexcess: din, and 17Oexcess Isotopic Measurements From Snow or Ice Core Samples®

17 17
EH Oexcess PD Oexcess

Ice Core Sample Type PD 6D (%o0) PD 6180 (%o0) PD deycess (%0) PD dy, (%o0) (per meg) VSMOW-SLAP (per meg) VSMOW-SLAP
wDC*® ice core —264.35 —33.46 332 14.24 29 25
WW uw IsoIabf snow —267.44 —33.82 2.64 13.29 — 27
Siple Dome® ice core —205.38 —26.16 3.89 14.63 — 21
Taylor Dome" ice core —315.03 —40.17 4.99 14.87 17 =
D57' ) snow —258.14 —32.63 2.90 13.76 — 20
SLAP (Plateau 'Sta.)J snow —428.00 —55.50 16.00 17.94 — 0
VW UW Isolab’ snow —438.57 —56.56 13.91 12.50 — 3
Vostok' ice core —441.28 —57.09 15.44 14.28 6° 2P g
Dome C™ ice core —396.66 —50.73 9.16 12,97 19° 23¢
Talos Dome" ice core —285.62 —36.19 3.92 14.61 0b —
Dome F° ice core —426.01 —55.04 14.32 15.65 — -6°
EDMLP ice core —353.89 —44.82 4.69 11.54 Sd —

*The present-day is defined as the past 2 kyr average, except for Dome C 5 80, oD (2-1.2 ka), and Siple Dome 170,3)(CeSS (2-1 ka) due to lack of available data. All
1708)(CeSS data normalized to VSMOW-SLAP scale as in Schoenemann et al. [2013], except EDML 17Oexcess (see supporting information). Note, that for snow, the
present-day consists of multiple years of accumulation to provide the annual average reference water value (e.g., not 2 kyr). Early Holocene (EH = 12-9 ka), except
forb'l;a7ylor Dome " “Oeycess (6-2 ka) due to lack of available ice core data. The dj,, values are calculated using equation (3), as in Uemura et al. [2012, equation (A1)].

cl17,
di17

Oexcess Measurements performed at LSCE.
Oexcess Measurements performed at IES.
Oexcess Unpublished from Risi et al. [2013], not VSMOW-SLAP normalized.

CWAIS Divide Project Members [2013] and this study.
Updated from Schoenemann et al. [2013] with more data.

9Brook et al. [2005] and this study.
~Steig et al. [1998b] and this study.

This study (reference water from LSCE).

JSchoenemann et al. [2013].
Schoenemann et al. [2013].
Vimeux et al. [2001] and Landais et al. [2008, 2012a].

MEPICA Community Members [2004], Stenni et al. [2004], and Winkler et al. [2012].

"Stenni et al. [2010a], B. Stenni, (personal communication, 2013), Talos Dome (unpublished deycess data), and Winkler et al. [2012].

°Fujita and Abe [2006], and Luz and Barkan [2010].

PEPICA Community Members [2006], Stenni et al. [2010b], Winkler et al. [2012], and Risi et al. [2013].

ON dexcess: Seawater-corrected d, and deycess ice core data are referred-to throughout as dy, corr and dxs corr- The
seawater correction for '’Ogycess results in a negligible change (<0.5 per meg), and therefore, we leave
17Oexcc-3ss uncorrected.

3. Results

3.1. Ice Core Data

Table 1 compares data from present-day surface snow and Holocene ice at WAIS Divide, Taylor Dome, and
Siple Dome (Figure 1), with previously published data from ice core sites in East Antarctica [Vimeux et al.,
2001; Landais et al., 2008; Masson-Delmotte et al., 2008; Stenni et al., 2010a; Uemura et al., 2012; Winkler et al.,
2012]. For the ice core records, “present-day” is defined as the average value of the past 2 kyr except for
O axcess at Taylor Dome (6-2 ka) and EPICA Dome C (EDC) (2-1.2 ka) due to limited availability of samples.

In Figures 2, 3, and 4, we compare '’Ogycess and 580 for WAIS Divide with the results from Taylor Dome, Siple
Dome, Vostok, Talos Dome, and EDC. The WDC 7 O,ycess Mmeasurements cover from ~25 ka to the present. The
WDC data provide the highest resolution available measurements of '’Ogycess from the LGM through the entire
Holocene. The minimum resolution is four samples per thousand years. Both the individual measurements
(sample mean) and 10 standard deviation are shown for the WDC record, along with a Monte Carlo average cubic
spline and 10 (6 per meg) standard deviation envelope following the methods given in Schmitt et al. [2012]. In
Figure 3, we show '"Oeycess Measurements of Taylor Dome and Siple Dome for the LGM and some Holocene
periods. Included are previously published ¢'80 records of Taylor Dome and Siple Dome each on their published
timescales [Steig et al., 2000; Brook et al., 2005]. For consistency with previous 70 excess studies [Landais et al.,
2008; Winkler et al., 2012], we compare the records for LGM (25-20 ka) and Early Holocene (12-9 ka) time periods.

Our results show that, in general, present-day West Antarctic ice core 70 gycess samples have elevated mean
annual values compared to those of the East Antarctic interior. This pattern also appears to hold throughout
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Age (ka) BP 1950, WDCOBA~7

Figure 2. WDC record of 1706,(cess (black line = Monte Carlo Cubic Spline Average, gray band = 10 standard deviation) and
5'%0 (light gray = original data, dark gray = 200 year average, and blue =200 year average seawater corrected) on the
WDCO06A-7 timescale. We follow the Monte Carlo Averaging (MCA) methods used by Schmitt et al. [2012]. The MCA is
composed of 4000 randomly distributed iterations, with a 100 year resolution, and a cutoff period of 1000 years. All data are
included in the 10 envelope of 6 per meg [see Schmitt et al., 2012].

the Holocene. The LGM to EH change in '"Ogycess at WAIS Divide is 17 per meg, very similar to that at Vostok
(22 per meg) (Table 2). The " Oeycess change between LGM and EH at WAIS Divide appears to occur in two
steps, with a first increase beginning around 22 ka, and a second, marked increase at ~15 ka. There is a short
decrease during the Antarctic Cold Reversal (14.5 to 11.9 ka), followed by a period (11.5-9.5 ka) of elevated

Siple Dome Taylor Dome
30 L L L L I 30 L L L L I}
< so.
25 ] 4 : 25] 6 per meg S.D.
« <
= <
201 49 < 201 A R
£ P AZ
3 < _ a
& 157 <« 15 s,
") A B
3 4 A
£ 10 10
o < A
N~
T 51 A
o , a
r—36
- --38
E
o
2 i
o 42
®
© L 44
- 46
T T T T T 38 T T T T T _48
25 20 15 10 5 0 25 20 15 10 5 0
Age (ka) BP 1950 Age (ka) BP 1950
GICCO05 Taylor-st9810

Figure 3. Record of 17063,(cess and 680 for Siple Dome for LGM and late Holocene (2-1 ka) on the GICCO5 age scale [Brook
et al., 2005] and 17Oexcess and §'20 for Taylor Dome for LGM and mid-Holocene (6-2 ka). Note that the Taylor Dome
timescale used is st9810, which has large age errors in the LGM period [Steig et al., 2000].
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Figure 4. East Antarctic ice core records spanning the LGM (25-20 ka) to Early Holocene (12-9 ka) from Vostok, Dome C, and Talos Dome for 17OexCess (orange, gray 5
point running mean) [Landais et al., 2008; Winkler et al., 2012], and 5% (light gray = original data, dark gray = 200-year average, and blue = 200 year average seawater
corrected) normalized to the VSMOW-SLAP scale. Vostok 170,3)(cess record has been shifted down based on UW IsoLab WW — VW difference of 24 per meg. The
17OexCess data are presented on their originally published age scales: Dome C on EDC3, Talos Dome on TALDICE-1, and for Vostok, the 5'80 data have been trans-
ferred to the Lemiuex-Dudon 2010.

Table 2. Changein 5'%0, D, dexcess, and dj, From the Last Glacial Maximum (LGM) to Early Holocene (EH) and Present-Day (PD) for Seawater Isotopic Corrected Ice
Core Data (con)a

Iﬁ(gM—EH HgM—PD LGM-EH LGM-PD LGM-EH LGM-PD . LGM . EH 1|_7GM-EH

0 "0 corr 6 "0 corr dxs corr dxs corr din corr din corr Oexcess Oexcess Oexcess
Ice Core Site (%0) (%0) (%0) (%0) (%0) (%0) (per meg) (per meg) (per meg)
wpch —8.04 —9.44 —0.76 —0.67 —4.89 —5.16 12 29 17
Siple Dome? —827 —9.80 0.12 —1.05 —0.79 —224 18 21¢ -3
Taylor Dome" —523 —355 —2.65 —361 —7.06 —7.98 6 17¢ -1
Vostok"© _ —6.96 —5.66 5.02 3.08 —567 —7.08 —-16 6 —22
EPICA Dome C° —6.95 —6.74 2,07 2.00 —7.77 —7.82 7 19 —12
Talos Dome*"? 586 —6.84 ~328 —367 —8.24 —9.24 15 0 15
Dome F —6.89 —6.20 486 458 —4.60 —4.19 = = =
EDML™ —6.89 ~7.00 295 257 ~3.13 —4.00 6° g 2

9LGM (20-25ka), EH (12-9ka), and PD ;2—0 ka), except for EDC 5'®0, oD, and dexcess (2-1.2ka). All 17Oexcess data normalized to VSMOW-SLAP scale as in
Sc@q;nemann et al. [2013], except EDML ! Oz
Oexcess measurements performed at LSCE.
d”Oexcess measurements performed at IES.
Oexcess Unpublished in Risi et al. [2013], from Winkler et al. [2012].

=Siple 17 O excess PD=(2-1 ka), Taylor '”Oaycess EH= (6-2ka).

WAIS Divide Project Members [2013] and this study.

9Brook et al. [2005] and this study.

~Steig et al. [1998b] and this study.

fVimeux et al. [2001], Landais et al. [2008, 2012al,and Risi et al. [2013].
JkEPICA Community Members [2004], Stenni et al. [2004, 2010b], Winkler et al. [2012].

Stenni et al. [2010a]; B. Stenni (personal communication , 2013), Talos Dome (unpublished deycess data), and Winkler et al. [2012].
Fujita and Abe [2006)].

MEPICA Community Members [2006], Stenni et al. [2010b], Winkler et al. [2012], and Risi et al. [2013].
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Figure 5. (a) Present-day spatial gradient of modeled 170,3)(cess using supersaturation parameterization of S=1—0.002T, (b) S=1—0.004T, and (c) S=1—0.007T
from ECHAM4.6, compared to the present-day 17Oexcess ice core data normalized to VSMOW-SLAP as in Schoenemann et al. [2013] from Table 1. Note, the model
output for all three panels has been offset by +20 per meg for straightforward comparison with the ice core values.

values in the early Holocene. The early Holocene maximum is followed by a long-term '"Ogycess decrease
toward the present (~1 per meg/ka); such a long-term decrease has not previously been identified in
Antarctic ice cores, which generally have not included data more recent than the mid-Holocene.

Together, the multiple data sets show a clear spatial pattern to the change in 170 xcess between LGM and
Holocene periods, with more coastal sites showing very little change, and sites in the interior showing greater
change. At the low elevation coastal site of Siple Dome, there is no measurable change in '’ Ogycess, similar to
the lack of significant change at Talos Dome. At Taylor Dome, 70 axcess iNCreases by 11 per meg from LGM to
the mid-Holocene, comparable to the change at Dome C.

3.2. Model-Data Comparison

3.2.1. Present-Day Conditions

Figure 5 compares the spatial distribution of present-day '’Oeycess Measurements with the modeled spatial
pattern, for different temperature-dependent parameterizations of the supersaturation value (S=a — bT;

Table 3. Site Characteristics of Ice Core Locations for the Present-Day Compared to ECHAM4.6 GCM Control Simulation®

Site Observations Model
Current Mean Annual ECHAM 4.6 ECHAMA4.6

Elevation Distance to  Accumulation Rate Surface Accumulation Mean Annual Surface
Location Latitude (S)  Longitude  (m MSL)  Coast (km) (mm w.e./yr) Temperature (°C)  Rate (mm w.e./yr) Temperature (°C)
WDCb —79.47 —112.08 1766 585 220.0 —28.5 437.2 —23.0
Siple Dome® —81.67 —148.82 621 470 106.1 —24.5 185.1 —25.2
Taylor DomeCI —77.79 158.72 2365 120 474 10 66.3 —37, —41 41.0 —355
D57°¢ —68.46 140.00 2000 200 — — 5214 —255
Plateau Stationf —79.25 40.55 3625 1100 254 —56.4 213 —50.0
Vostok? —78.47 106.87 3488 1260 21.8 —57 15.2 —52.3
Dome Ch ) —75.1 123.35 3233 870 269 —54.5 15.7 —49.3
Talos queI —72.81 159.18 2318 250 80.5 —41, —43 168.2 —27.1
Dome P —77.32 39.70 3810 1000 25 to 30 —54.8, —57.7 14.6 —50.0
EDMLk —75.00 0.07 2892 529 60.6 —43.2 51.0 —34.8

@Model output for the 2.8°x 2.8° grid surrounding the ice core latitude-longitude.
PWAIS Divide Project Members [2013] and Orsi et al. [2012].
ZBrook et al. [2005].
Steig et al. [1998b, 2000].
feLegrand and Delmas [1985].
Radok and Lile [19771].
gPetit et al. [1999].
~EPICA Community Members [2004], Stenni et al. [2004], and Jouzel et al. [2007].
'Frezzotti et al. [2004] and Stenni et al. [2010a].
JkWatanabe et al. [2003], Motoyama et al. [2005], and Fujita and Abe [2006].
EPICA Community Members [2006].
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Figure 6. (a) Present-day spatial gradient of d,, using supersaturation parameterization of S=1— 0.002T, (b) S=1—0.004T, and (c) S=1 — 0.007 T from ECHAM4.6,
and present-day ice core d), data from Table 1.

a=1;b=0.002, 0.004, 0.007). To make straightforward comparisons between the spatial patterns in the data
and modeling results, we offset the model output (+20 per meg, +4%o, and +3%o) such that the model WAIS
Divide grid cell 70 uxcesss dine aNA daxcess Values match the real WDC values (27 per meg, 13%o, and 3%o,
respectively).

We find that the best fit for the '”Ogycess Spatial pattern is obtained when using large values for b, reflecting a
strong sensitivity of supersaturation to temperature. As shown in Figure 5, using b=0.007, the modeled
spatial pattern captures the higher '"Ogycess Values found in West Antarctica (WAIS Divide and Siple Dome)
and also shows relatively high '’ Oeycess along the coastal margins of East Antarctica but low values in the
central East Antarctic plateau. In contrast, using moderate and low sensitivity of supersaturation to
temperature (b=0.004 and 0.002) results in an overestimation of 170 0yxcess Values in East Antarctica and
fails to reproduce the strong negative spatial gradient observed in present-day '"Oeycess between the
coast and the East Antarctica interior. Indeed, even the b=0.007 model experiments overestimate the
170 xcess Values found at Vostok, Plateau Station (SLAP), and Dome F, relative to those at WAIS Divide. This
could suggest an even greater sensitivity of supersaturation to temperature; however, the magnitude of
this difference is also a function of model resolution and the model bias that tends to produce
temperatures over East Antarctica that are too warm (Table 3) [Hoffmann et al., 1998; Schmidt et al., 2005;
Helsen et al., 2007; Werner et al., 2011].

Comparison of present-day d,, data with the model results is shown in Figure 6. We find that, as for '’ Oaycessr
the best overall agreement between d,,, data and model simulations occurs with a relatively high sensitivity of
supersaturation to temperature (e.g., b=0.007). We note that most previous model simulations of deycess

in Antarctica have used lower sensitivity (b=0.002 to 0.0045) to match present-day data. However, most of
this earlier work was based on fractionation factors for 4D and 6'20 that were poorly constrained at low
temperature. Our results show that, when the most up-to-date fractionation factors [Luz et al., 2009; Ellehgj
et al.,, 2013] are used, the d), data are consistent with the greater sensitivity required by the 70 xcess data.
Lower sensitivities to supersaturation result in very high d,,, values in the East Antarctic interior, inconsistent
with the data (Table 1 and Figures 6a and 6b).

3.2.2. LGM to Holocene Change

We now consider model-data comparison for the LGM period and for the magnitude of the LGM to Holocene
transition. We use results from the present-day simulations as an approximation of early Holocene conditions.
The limited data available suggest that Early Holocene (EH) '"Ogycess Values are generally elevated relative

to present, so that the model calculation of the LGM minus present-day may tend to underestimate the total
isotopic LGM to EH change. Note that, taken at face value, the published data of Landais et al. [2008] compared
with those of Landais et al. [2012a] imply a ~30 per meg decline in '’ Ogycess Since the Early Holocene. Given the
calibration discrepancies noted above, and the small '’Ogycess difference between EH and present-day at both
Dome C and WAIS Divide, we think this is unlikely. Indeed, assuming that Vostok is similar to Dome C in having
only a modest difference between EH and present-day is consistent with the offset to the published Vostok
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Figure 7. Model simulations for the LGM (21 ka) minus PD (0 ka) performed by ECHAM4.6 to determine (a—c) 1709)(cess and (d-f) d|, sensitivity to all three super-
saturation values (S=1—0.002 T in Figures 7a and 7d, S=1— 0.004 T in Figures 7b and 7e, and S=1 — 0.007 T in Figures 7c and 7f), compared with the LGM-EH
change in 1706)(CeSS and dj, corr ice core data (Table 2). All experiments were run at T42 (2.8° by 2.8°) resolution.

data suggested by available interlaboratory comparisons. This assumption has no impact on the magnitude of
the glacial-interglacial change.

All model comparisons hereafter are “Experiment” minus “Control” (e.g., LGM minus present-day). In Figure 7
we show the spatial pattern of 70 gxcess and din change between LGM and present-day model simulations, for
different supersaturation parameterizations. As for the modern spatial pattern, the best reproduction of the
observed spatial pattern of LGM to EH "7 Oycess change is achieved with b =0.007. Using this high sensitivity
of supersaturation to temperature captures the large decrease (22 per meg) in 70 axcess Values at Vostok
during the LGM, while also correctly simulating the smaller (~12 per meg) 170 gxcess decreases observed at
Dome C and Taylor Dome. At WAIS Divide, the high-sensitivity LGM simulation underestimates the full
magnitude of the glacial to interglacial '”Ogxcess change but correctly predicts the sign. In contrast, lower
values of b result in LGM '"Ogycess Values that are of incorrect sign and higher than present in the East
Antarctic interior (for example, an LGM minus EH change of +9 per meg at Vostok, opposite in sign to the
observed —22 per meg change).

The same high-sensitivity value for supersaturation parameter b that best fits the '’ Ogycess data also better
captures the observed spatial pattern in dj, o change between the LGM and present-day. The model
pattern is characterized by greater, more negative dj, changes in West Antarctica and coastal areas and
relatively small, positive d), changes in the central East Antarctica interior. In contrast, LGM model
simulations using low and moderate supersaturation sensitivities result in larger, positive d), changes in
the East Antarctic interior, contrary to the negative d, cor changes in the ice core data. The high-
sensitivity (b=0.007) model result shows a uniform decrease in d, values around the periphery of the
continent during the LGM, which is supported by the d|, . ice core data. The model result closely
matches the magnitude of LGM to EH change at EDML and WDC, though it underestimates the LGM
minus EH change in d|, ¢ at Vostok and Dome F.
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Figure 8. 1709,(Cess spatial difference maps comparing model simulations for (a) LGM, (b) LGM-cold, and (c) Extend-lce minus PD (0 ka), using ECHAM4.6 (GCM) with
high sensitivity to supersaturation (S=1— 0.007 T). Note change in color bar scale of —32 to 32, from —22 to 22 in Figure 7.

For the case of dys cor the low and moderate sensitivity LGM minus present-day experiments result in greatly
overestimated change in dys corr (by 4-6 %0) in the central East Antarctic interior, while the high-sensitivity
simulation achieves the spatial distribution of LGM to EH change in dys oy most consistent with the data,
characterized by lower LGM minus present-day dys corr Values in West Antarctica and coastal regions, and
higher LGM minus present dys orr Values on the East Antarctic plateau (Figure S1). We emphasize that the
seawater correction is such that the glacial-interglacial change of dys cor in the East Antarctic interior is of
opposite sign to that of deycess [Stenni et al., 2010b], and the magnitude of change is greatly reduced in West
Antarctica (Figure S2). This potentially confusing change in sign is another reason why in general dy,, is a more
useful parameter than deycess.

3.2.3. Dependence on Model Boundary Conditions

The Modern and LGM model results both show that a relatively high sensitivity of supersaturation to
temperature best reproduces the '"Ogycess data. The details of the "7 Ogycess response depend on the model
boundary conditions, particularly SST and sea ice cover. We performed two additional sets of experiments to
examine the sensitivity of 70 axcess 1O varying these boundary conditions. Here we use only b=0.007, for
comparison with the best results from the LGM and Modern experiments.

A recognized problem with GCMs is the difficulty in simulating cold-enough Antarctic temperatures, both in
modern and LGM simulations [Hoffmann et al., 2005; Schmidt et al., 2005; Masson-Delmotte et al., 2008; Werner
et al., 2011]. To assess the importance of this issue for simulating '’ Ogycess, We performed a set of “LGM-cold”
model experiments, where we prescribed a global 4°C decrease to LGM SSTs. Unlike the LGM simulation, the
LGM-cold model experiment produces Antarctic mean surface temperatures that are comparable to
paleoclimate estimates from ice cores [Jouzel et al., 2003]. The magnitude of LGM-cold minus present-day
temperature change on the central East Antarctica plateau is more consistent with the ice core records at
Dome F and Vostok (—8 to —12°C, respectively) than the LGM simulation but results in an unrealistically large
7O excess change in this region (Taylor Dome ~ 21, Dome C ~ 22 per meg, Vostok ~ 32 per meg) (Figure 8b). On
the other hand, the LGM-cold experiment better reproduces the magnitude of LGM to Early Holocene change
in "7 Oaycess at WAIS Divide (~14 per meg).

Comparisons between the LGM-cold and LGM experiment show that in general, making the model colder
produces the expected response of greater '’Oeycess changes in the interior resulting from even stronger
kinetic fractionation due to colder temperatures. However, the pattern of 70 oxcess change does not directly
follow the pattern of temperature change, showing that the spatial pattern of '’ Ogyxcess change is not simply a
linear function of temperature. An important aspect of the LGM-cold experiment is that the sea ice extent is
overestimated by (~3 to 12° of latitude, as shown in Figure 9), relative to estimates of LGM sea ice extent from
proxy reconstructions [Gersonde et al., 2005; Collins et al., 2012; Roche et al., 2012]), and this may also affect
the 17Oexcess~

To examine the influence of sea ice extent on '’ Ogycess, We performed an additional experiment, “Extend-Ice,”
in which we use modern SST boundary conditions but prescribe amplified sea ice seasonality. In winter, we
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Figure 9. Comparison of LGM (dark gray) and LGM-cold (light gray) ECHAM4.6 winter and summer sea ice extent with
multiple LGM GCM simulations adapted from Roche et al. [2012]. Maximum sea ice extent (>15 % sea ice concentration)
for LGM (21 ka) compared with other GCM LGM simulations and proxy data [Gersonde et al., 2005] for (top) winter and
(bottom) summer.

extend the model sea ice climatology by ~10°N but keep summer sea ice extent unchanged. Between
summer and winter the sea ice is prescribed to change linearly, extending ~5°N on average for both fall and
spring seasons (Figure 10). Annual average results show that the extended sea ice margin results in a
decrease of "7 Ouycess OVer the entire Antarctic continent, with decreases of 8 to 12 per meg in the Antarctic
interior over Vostok and Dome C, and a decrease at WAIS Divide of ~5 per meg, roughly half the response of
the LGM simulation (Figure 8). The Extend-Ice simulations show a particularly strong decrease in 7 Ogycess
over West (~9 per meg) and East Antarctica (~14 per meg) during winter (JAS), as expected due to the
prescribed winter sea ice expansion.
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Figure 10. (a) Comparison of winter (thin) and summer (bold) sea ice extent for LGM (21 ka) (blue) versus present-day (red) in ECHAM4.6. (b) LGM-cold (21 ka minus
4°C) versus present-day. (c) Extended sea ice (modern day boundary conditions and 10°N expansion of winter-time sea ice) versus present-day. Winter and summer

sea ice calculated as JAS and JFM mean.

4, Discussion

4.1. Controls on the 70, in Antarctic Precipitation

Interpretation of 70gxcess in Antarctic ice cores has been challenging due to limited and inconsistently-
calibrated data. Our findings show that there is a clear present-day spatial gradient of 70 axcess ACrOSS
Antarctica, with higher values in the coastal and marine-influenced regions and lower values in the central
East Antarctic interior. There is a similar spatial pattern to the change in 70 xcess between the Last Glacial
Maximum (LGM) and Early Holocene (EH) periods, with near-coastal sites showing little or no change in
170 axcesss While sites further inland—in both East and West Antarctica—indicate a greater magnitude of
change. In the following paragraphs we discuss the implications of these results, with a focus on what matters
t0 " Oexcess iN terms of climate boundary conditions. Sea ice extent emerges as a particularly

important factor.

To illustrate the sensitivity of '/ Oeycess to different model boundary conditions, we calculate the zonal annual
average response of 7O gxcess (for b=0.007), sea ice fraction, surface temperature, and rh,, versus latitude for
all the model experiments (Modern, LGM, LGM-cold, and Extend-Ice). We display the West and East Antarctic
sectors separately to allow for regional differences in sea ice concentration and extent (Figures 11 and 12).
The gray bars highlight the latitude of maximum sea ice extent for each model experiment.

Figures 11 and 12 show that for both modern snowfall and for the LGM-EH change, the influence of
supersaturation largely determines how '”Ogycess Varies with latitude on the ice sheet. As already noted, the
values used for tuning the sensitivity of supersaturation to temperature spans the range typically used in
most previous work [Hoffmann et al., 1998; Schmidt et al., 2005; Risi et al., 2010b; Landais et al., 2012b], and a
value of b=0.007 in the standard linear parameterization provides a significantly better match to the data
than lower values. That reasonably good model agreement with d|,, data during the present-day and LGM is
also achieved with b=0.007 provides further support for a strong sensitivity of supersaturation

to temperature.

In contrast with the supersaturation effect, ocean surface relative humidity has a limited role in explaining the
7O excess Of Antarctic precipitation. Normalized relative humidity does determine the initial '’ Ogycess Value in
the marine boundary layer, and as the model results in Figures 11 and 12 illustrate, 7 0xcess IN precipitation
roughly tracks rh,, in midlatitudes, beginning to decrease as rh,, increases (when going from the equator
towards the poles). However, the humidity-'"Ogycess relationship is decoupled at higher latitudes, as the
strong dependence of '"Ogycess ON kinetic fractionation increases in importance as colder temperatures are
encountered. Indeed, the present-day latitudinal distribution of '”Ogycess is contrary to that expected if
oceanic moisture source regions control present-day Antarctic '’ Ogycess Values. In the case of Vostok,
Dome C, and Dome Fuiji, for example, the dominant moisture sources are estimated to be from subtropical
to midlatitude oceans [Sodemann and Stohl, 2009], which corresponds with lower rh, and should
therefore result in higher " Oaycess, Whereas lower '7Oaycess is observed. In West Antarctica and coastal
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Figure 11. Modern, Extend-Ice, LGM, and LGM-cold GCM simulations for West Antarctica (70°W to 170°W) annual average
using high supersaturation (S=1—0.007T). (a) 17Oexcess versus latitude, gray band marks the range of latitude of
maximum sea ice extent using a minimum threshold of 0.15 ice fraction. (b) Ice fraction for all simulations versus latitude. (c)
Surface temp versus latitude for all three simulations. (d) Normalized relative humidity (rh,, %) versus latitude. Note that
the few percent (2-3%) change in rh,, over the midlatitude is insufficient to explain the magnitude of 170,3)(Cess changes
based on ~ —1 per meg/% rh,, from Risi et al. [2010a].

sites in East Antarctica, which tend to receive greater moisture from mid- to high-latitude source regions
with greater rh, elevated '”Ogycess Values are observed, opposite to that expected if rh, were the
determining factor.

It has been argued that observed glacial to interglacial 170 excess differences between ice core locations is
due to different oceanic moisture source regions, controlled by their respective surface humidity
[Landais et al., 2008; Risi et al., 2010a; Winkler et al., 2012]. Yet our simulations show that fractionation
under supersaturated conditions alone is sufficient to account for the magnitude of glacial-interglacial
change, provided a relatively strong sensitivity of supersaturation to temperature. In the same
simulations, rh, increases only a few percent over the Southern Ocean moisture source regions (20 to
55°S), too little to account for the simulated ' Oeycess changes, the magnitude of which is clearly
determined by the degree of fractionation in transport. Larger changes (~10%) in rh,, do occur over the
sea ice region but are of the wrong sign (i.e., 170 excess ON the continent decreases when rh,, decreases). In
any case, moisture fluxes from the sea ice region are small and do not contribute a significant fraction of
moisture to the continent.

The simple parameterization of supersaturation in terms of temperature does not fully capture all the ice core
observations. Indeed, depending on the supersaturation sensitivity, the modeled LGM versus present-day
70 xcess change may be underestimated in some locations and overestimated in others. Comparison of the
different model experiments suggests that prescribed sea ice boundary conditions play an important role.
Referring to the gray bars in Figures 11 and 12, which illustrate the maximum latitude of sea ice extent, we
note that there is a marked change in the latitudinal gradient in 170 xcess that occurs approximately at the
latitude of the sea ice margin. In each of the LGM, LGM-cold, and Extend-Ice experiments, compared with the
Modern experiment, there is correspondence between the location of the maximum sea ice extent and
change in slope of the '"Ogycess gradient.

Although it is difficult to separate the influence of sea ice from the influence of temperature (because the two
are highly correlated), the change in "7 Ogycess between each progressively colder model experiment does not
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Figure 12. Modern, Extend-Ice, LGM, and LGM-cold GCM simulations for East Antarctica (290°E to 160°E) annual average
using high supersaturation (S=1—0.007T). (a) 1709)(Cess for all simulations versus latitude, gray band same as in

Figure 11. (b) Ice fraction versus latitude. (c) Surface temperature versus latitude. (d) Normalized relative humidity (rh,, %)
versus latitude.

scale directly with the lower temperatures. Rather, the '"Ogycess gradient steepens for the same respective
change in temperature in each model experiment. For example, in the Modern simulation the zonal average
slope in 7O excess is —0.53 per meg/°C for temperatures between —20°C and — 45°C; this increases in
magnitude to —0.63, —0.70, and —0.87 per meg/°C for Extend-Ice, LGM, and LGM-cold, respectively (Figure
S3). Note that the increasing 17Oexcess/temperature gradient also tracks the pattern of greater sea ice fraction
for each colder model simulation. Furthermore, in the Extend-Ice simulation, the strongest response in

170 gxcess OCCUTS during austral fall and winter, the periods of greatest sea ice expansion and maximum ice

extent, while there is no change in '"Ogycess during austral summer (JFM), despite cooler temperatures
relative to the Modern simulation.

These results suggest that '’ Ogycess is sensitive to sea ice boundary conditions. The expansion of sea ice in these
experiments influences 70 aycess in at least two ways. First, expanded sea ice cover increases the meridional
temperature gradient, with the result that poleward traveling air masses reach cold conditions sooner, resulting
in stronger supersaturation and greater kinetic fractionation; this effect largely explains the change in slope of
O excess approximately at the sea ice margin. Second, greater sea ice cover reduces the availability of local
(high-latitude) moisture recharge of relatively enriched '’ Ogycess Water vapor into the atmosphere. In our model
setup, sea ice concentration is binary (grids are either “on” or “off”) and may not produce realistic estimates of
sea ice concentration change, which would influence the degree to which the moisture-recharge effect is
important. In general, though, both of these influences tend to lower 170 axcess OVEr the Antarctic continent. As
the process of isotope fractionation acts as an integrator of the entire moisture transport path, changes in both
ice fraction and extent would be expected to have a cumulative impact on the 7 0aycess iN precipitation.

4.2. Interpretation of Individual Antarctic '”O,cess Records

We conclude that the sign and magnitude of LGM to EH '"Ogycess Changes apparent in the ice core time series
can be explained by a common process: strong sensitivity of supersaturation to temperature during kinetic
fractionation. One important implication of this result is that it is unnecessary to invoke the contribution of
stratospheric moisture as an explanation for the Vostok '’Ogycess record. Miller [2008] suggested that, due
to the low annual accumulation and high elevation of the East Antarctic plateau, the large glacial-
interglacial '”Ogycess change at Vostok could reflect input from high-'"Oaycess Water vapor with a
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stratospheric source. Yet the LGM to Early Holocene change in '"Ogycess at WAIS Divide is similar to that at
Vostok. Based on present-day downward fluxes [Stohl and Sodemann, 2010; Winkler et al., 2013],
stratospheric water vapor contributes ~107> of the 22cm a~' annual mean ice accumulation rate at WAIS
Divide, an order of magnitude less than the 0.014% calculated for Vostok by Winkler et al. [2013]. Even if
the contribution of stratospheric input were 10 times greater for WAIS Divide, assuming a stratospheric
" Oexcess signature of ~3000 per meg [Zahn et al., 2006; Winkler et al., 2013], it would change the " Oexcess
by less than 0.12 per meg.

Our model results additionally show that sea ice extent plays an important role in determining the magnitude
0of "7 Oexcess changes on glacial-interglacial timescales. In general, greater sea ice extent amplifies the ' Oaycess
response to temperature. In this context, differences among the different ice core sites that are not fully
captured by the model results discussed above are informative.

Taylor Dome and Talos Dome share similar elevations (~2300 m) and mean annual temperature (~40°C) and
are in close proximity to one another. These sites are often referred to as “coastal,” since they are both within
less than 300 km from periodically open water. However, their moisture sources are quite different. Back
trajectory modeling shows that Taylor Dome receives more than 60% of its total precipitation from the
Pacific, along a trajectory that crosses over West Antarctica [Scarchilli et al., 2010]; thus, the majority of the
trajectories cross over the ice sheet. Talos Dome receives nearly twice the accumulation of Taylor Dome and
about half of its total precipitation originates from the Indian Ocean; about one third originates from the Ross
Sea [Scarchilli et al., 2010].

At Talos Dome, the model versus data discrepancy is relatively large: the ice core observations show no
change between the LGM and EH, while the model, using b=0.007 which best fits most other locations,
including Taylor Dome, simulates a change of ~12 per meg for LGM boundary conditions. Based on the
similar LGM-EH 680 change (~5.5%o) at both Taylor Dome and Talos Dome, we can assume that the
temperature changes were comparable; temperature-driven changes in supersaturation effects on '’Ogycess
should also have been similar. This implies that either the air mass trajectory changes affected Talos Dome
and Taylor Dome differently or that regional boundary conditions were different or both. Note that Talos
Dome is situated upwind of Terra Nova Bay and the Ross Sea Polynya in the western Ross Sea. In winter, the
Ross Sea Polynya contributes significantly to mesocyclonic activity, which favors the advection of moist
maritime air into the interior. Local changes to features like this—which are not captured in the relatively
coarse grid of our GCM simulations—could explain differences between these sites. For example, expansion
of the Ross Sea ice shelf to form the Ross Sea Ice Sheet during the LGM [e.g., Hall et al., 2000]; expanded sea
ice north of the ice sheet margin would have cut off local moisture sources and would perhaps have had a
larger impact on the isotopic composition of precipitation at Talos Dome than Taylor Dome.

The importance of local boundary conditions is also illustrated by comparing the model results for both
Taylor Dome and Talos Dome with those for Siple Dome. The LGM model simulation (b=0.007) produces a
~12 per meg decrease in '’ Ogycess at Taylor Dome and Talos Dome, relative to present-day, but little to no
change at Siple Dome. In the LGM simulation there is a significant increase in sea ice in the western Ross Sea
but no change in the eastern Ross Sea (adjacent to Siple Dome). In the model simulations, local moisture
sources near Siple Dome change little; since this low elevation (600 m), truly coastal site is relatively warm and
not subject to significant supersaturation effects, and since rh,, does not change significantly between the
two simulations, there is no resulting change of 70 oxcess: This is consistent with the suggestion of Winkler
et al. [2012] that warmer, more coastal sites should be less influenced by the effects of supersaturation and
therefore more faithfully record changes of rh,, (or in this case, lack thereof), than more interior sites. In the
actual ice core measurements, there is no evidence of a glacial-interglacial change in 70 gxcess at Siple Dome,
supporting this understanding. Nevertheless, these comparisons also suggest that using '’Oeycess from
coastal sites to infer moisture source changes is likely to be problematic. In general, such sites are more likely
to be influenced by local peculiarities in ocean surface conditions than more interior sites, and therefore,
despite the reduced sensitivity to supersaturation, coastal cores may not provide representative information.
When interpreting '’ Oeycess data in detail as additional higher-resolution records are obtained, it will be
important to consider regional details such as air mass trajectories and sea ice concentration.

Finally, some unique features of the WAIS Divide ice core record are noted. As discussed in WAIS Divide Project
Members [2013], the WDC 580 record shows an early deglacial warming, beginning between 22 and 20 ka.
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East Antarctic ice core §'20 records show little change until a relatively abrupt 6'0 increase at ~18 ka. Model
experiments using a symmetric sea ice reduction suggest that the earlier warming at WAIS Divide could
reflect the greater sensitivity of this site to sea ice change [WAIS Divide Project Members, 2013]. Consistent
with this, the WDC "7 Ogycess record shows an inflection point occurring at ~22 ka, while "7 Ogycess at both
Vostok and Dome C begins to increase between ~ 18.5 ka and 17.5 ka. Based on the model experiments
discussed above, we propose that the early increase in '”Ogycess at ~22 ka in WDC results from early
decreasing sea ice extent resulting in a reduced influence of kinetic fractionation on '’Ogycess, OWiNng both to
warmer temperatures, greater local moisture recharge, and less transit distance over sea ice. The difference
between LGM and LGM-cold model experiments show that the response of sea ice can be asymmetric.
Expressions of early deglacial changes in SST and sea ice extent have been identified in other high-latitude
Southern Hemisphere records and are suggestive of greater changes in the Pacific sector than elsewhere
[Kanfoush, 2000; Lamy et al., 2007; Collins et al., 2012], which would contribute to the different timing
signature observed in 170 xcess between East and West Antarctica.

Another notable feature of the WDC " Ogycess record is the unambiguous rise in '’Ogycess beginning at
~15ka. WDC ""Ogycess increases by ~10 per meg over the ~400 year period prior to the Antarctic Isotope
Maximum (AIM) 1 peak in 6'®0, which in turn is near-coincident with the rapid increase in 6'%0 in
Greenland ice cores and the abrupt rise in methane at ~14.7 ka B.P. that defines the beginning of the
Bolling-Allerad warm interval [WAIS Divide Project Members, 2013]. Relative to the background variability in
70 xcess the magnitude of the 7 0gxcess Hise is much larger than seen in the d|, (Or dexcess) record in WDC,
suggesting a significant change in boundary conditions. We speculate that this reflects a decrease in sea
ice concentration preceding the isotope maximum, as indicated for example by ocean model simulations
of AIM events [Knorr and Lohmann, 2003]. We note that there is a small but significant decrease in the
ssNa concentration during this interval, also consistent with decreasing sea ice [Wolff et al., 2006; WAIS
Divide Project Members, 2013].

During the Holocene (12 to 0ka) interval, '"Ogycess in WDC varies little compared to the magnitude of
glacial-interglacial change. However, it exhibits a long-term negative trend beginning at ~9 ka. We note
that a similar long-term decrease has been observed in other Southern Hemisphere and SST proxy records
[Lamy et al., 2002; Nielsen et al., 2004; Lamy et al., 2007], which has been suggested to result from
decreasing austral spring orbital forcing and increasing sea ice extent and/or concentration [Steig et al.,
1998a; Hodell et al., 2001; Renssen et al., 2005]. This is again consistent with our finding that sea ice exerts a
significant control on Oeycess.

4.3. Implications for Modeling "7 O cess

The development of '"Ogycess ice core records covering the last glacial-to-interglacial transition, in
combination with dy,,, provides an important new constraint for water isotope-enabled GCM simulations. The
amount of kinetic fractionation in the model, parameterized by a temperature-dependent supersaturation
function, has a strong influence on the magnitude and sign of the '"Ogycess spatial gradient. As we have
shown, capturing the spatial pattern of glacial-interglacial change in " Oeycess Using the standard linear
parameterization of supersaturation requires greater kinetic fractionation during ice formation than has
typically been used in the literature [Hoffmann et al., 1998; Werner and Heimann, 2002; Schmidt et al., 2005;
Masson-Delmotte et al., 2008; Werner et al., 2011]. However, the linear parameterization for supersaturation as
a simple function of temperature, as used in most work (including that presented here) was developed over
35years ago, and the choice of a linear dependence on temperature is somewhat arbitrary. Indeed, Jouzel
and Merlivat [1984] also proposed exponential and power law dependencies. The increasing availability of
70 gycess data should inspire reevaluation of the treatment of supersaturation in GCMs. The routine inclusion
of " Oexcess Within GCMs also has the potential to help improve other aspects of the model hydrological cycle
beyond those related to ice core research, such as the partitioning of water vapor versus ice in clouds, rain
reevaporation during convective downdrafts, and surface evaporative processes [Risi et al., 2008; Landais
et al., 2010; Risi et al., 2010b].

As already noted, all of our model simulations underestimate the mean '’Ogycess OVer Antarctica. This may
largely reflect uncertainty in the mean seawater '’Ogycess Value but may also reflect biases in the model
climatology. In particular, the relatively low model resolution means that the steepness of the Antarctic
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continental margin is underestimated, which may allow greater penetration of marine air mass intrusion into
Antarctica, making the Antarctic interior more influenced by marine sources than it actually is [Noone and
Simmonds, 2004; Ding et al., 2011]. Indeed, we find that the modeled annual precipitation at WAIS Divide is
~50 % higher than observed. Analysis of different model resolutions in ECHAMS5 by Werner et al. [2011]
showed that, in general, higher-resolution simulations produced better agreement with observational data
sets. In particular, the relationship between deycess and oD is in much better agreement with the Masson-
Delmotte et al. [2008] Antarctic isotope database in the ECHAMS5 T159 simulation.

Although the ECHAMA4.6 model qualitatively reproduces both the present-day spatial gradient and the
magnitude of LGM-EH change in '”Ogycess, inconsistencies between the ice core observations and model
experiments highlight the additional work needed. We identify a number of important factors relevant to
accurately simulating ' Ogxcesss dins aNd dexcess.

First, additional measurements of 5'20, deycesss aNd " Oaxcess iN laboratory experiments at subzero
temperatures are needed to refine the relationship of temperature-dependent equilibrium fractionation
between all isotope species, which can provide a more solid foundation from which to investigate kinetic
fractionation effects on deycess (@and dj). The benchmark for isotope-enabled GCM validation in polar regions
has been the reproduction of the observed d.cess Spatial gradient, in conjunction with the highly depleted
oD or 6'20 values. There has been difficulty simulating realistic values of deycess in the East Antarctic interior,
which typically have too steep a spatial gradient in the simulations. In ECHAMA4.6, the inclusion of a
temperature-dependent diffusion fractionation factor for 6D [Luz et al., 2009], as well the most up-to-date
equilibrium fractionation factors for 5D and ¢'20 below freezing [Ellehgj et al., 2013] have reduced the steep
spatial gradient, in better agreement with deycess Observations.

Second, a key goal should be to improve the relatively simple kinetic fractionation parameterizations used
in both simple 1-D isotope models and intermediate complexity isotope models, as well as in most GCMs.
In particular, the increased computational capacity available for GCMs permits moving beyond the fairly
simple supersaturation parameterization to explicitly determine supersaturation, dependent on detailed
cloud microphysics (e.g., types of condensation nuclei). The subgrid scale at which phase changes occur
require kinetic fractionation to still be parameterized; however, more advanced parameterizations of
kinetic fractionation are being implemented that better account for convective cloud processes in the
tropical regions [Risi et al., 2008; Blossey et al., 2010; Landais et al., 2010]. Similarly, more sophisticated
parameterizations that incorporate surface kinetic fractionation effects due to differences in water droplet
size, ice crystal morphology (e.g., columnar versus dendritic) are needed. These surface kinetic
fractionation effects may vary greatly between regions where dry deposition of tiny ice crystals (diamond
dust) prevail, like the East Antarctic plateau, compared to wet deposition sites in coastal regions [Nelson,
2011]. The sensitivity of 7O excess 10 kinetic fractionation makes it an ideal indicator for testing such
aspects of the model physics.

The importance of supersaturation in determining the behavior of 7 Oeycass aNd din (OF dexcess) also suggests
that further work must be done to characterize the kinetic fractionation effects during ice crystal formation
on a microscopic level, both with additional empirical lab studies and in situ low temperature/high altitude
measurements. The early study by Jouzel and Merlivat [1984] on kinetic isotope fractionation during snow
formation was performed on the frost grown onto a cooling plate (—20°C) from room temperature (20°C)
without conditions that controlled the supersaturation ratio, resulting in an overestimated supersaturation
ration of 2.00 [Uemura et al., 2005]. Recent work by Uemura et al. [2005] produced experimental conditions
that mimicked those of mixed clouds in which both vapor and supercooled water droplets coexist due to the
realistic temperature range (—12 to —15°C). Their results produced lower supersaturation ratios than Jouzel
and Merlivat [1984], but the range of supersaturation ratios (S=1.165 to 1.221) at —15°C are consistent with a
higher sensitivity of supersaturation where b > 0.007. Measurements performed at colder temperatures
ranging from —20 to —50°C would be invaluable.

Finally, to improve the interpretation of Antarctic 7 0gxcess, MOre measurements on surface snow and ice
cores from both coastal and interior sites are needed. Acquiring additional '’ Oeycess Measurements on
transects that span coastal to interior sites, like those obtained by Landais et al. [2008], would provide higher
spatial resolution, important for examining the sensitivity of '’Oycess to regional details such as coastal
moisture sources (e.g., leads and polynyas) and orographic features.
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5. Conclusions

Our ice core measurements, in combination with those from Landais et al. [2008] and Winkler et al. [2012]
show that there is a strong spatial gradient of '/Ogycess across Antarctica, with elevated values in the coastal
and marine-influenced regions and lower values in the central East Antarctic plateau. The modern spatial
gradient in "’ Oeycess is best captured with a strong sensitivity of supersaturation to temperature. The data
also show that there are large changes in the inland regions of both East and West Antarctica, but little
change in the coastal regions over the last deglaciation (LGM to Early Holocene). An atmospheric GCM forced
with LGM boundary conditions, and the same strong sensitivity of supersaturation to temperature that best
matches the modern data, reproduces the observed sign, magnitude, and spatial pattern of LGM to Early
Holocene change in '”Ogycess. We conclude that kinetic isotope effects result from supersaturation of water
vapor over ice dominate the spatial pattern of modern '"Ogycess in Antarctic precipitation as well as the
pattern of change through the last deglaciation. These results imply a limited role of changes in relative
humidity in determining the glacial-interglacial '’ Oeycess in Antarctic precipitation and show that the
influence of stratospheric water vapor inputs is probably negligible.

In the GCM experiments, there is correspondence between the latitude of maximum sea ice extent and a
change in '"Ogycess gradient, indicating that the sea ice boundary conditions play a role in controlling

7 0xcess: A principal control on the amount of kinetic fractionation is the temperature gradient between
moisture source and precipitation site, and in our GCM experiments, an effective way to increase the
temperature gradient is by expansion of sea ice. The expansion of sea ice causes poleward traveling
moisture to encounter colder conditions earlier, resulting in the onset of supersaturation conditions, and
initiating a decrease in 7 0xcess: A secondary result of sea ice cover is the reduction of evaporative
moisture recharge to the overlying air mass, which limits the addition of relatively enriched 70 xcess Water
vapor from the high-latitude ocean surface.

Most previous studies have relied on changes in normalized relative humidity at the moisture origin to
explain the observed glacial-interglacial changes in '"Ogycess. Despite the ~10° northward expansion of sea
ice in both the LGM and present-day Extend-Ice experiments, we simulate only minor changes in the relative
humidity at the ocean surface. Furthermore, 70 gcess OVEr Antarctica does not respond as would be expected
if surface relative humidity were the main driver. Sea ice changes and the associated temperature changes
alone—with no significant change in moisture source humidity—are sufficient to explain the observed

"7 Oexcess glacial-interglacial changes at most locations in Antarctica where observations exist.

Due to the few "7Ogycess iCE cOre measurements and inconsistently normalized data, interpretation of
7Oexcess in Antarctic ice cores has been challenging. The measurements from the WDC record provide
the first complete '"Ogycess record through the LGM to the present-day, indicating an early deglacial
change in '"Ogycess around 22ka, an early Holocene optimum from 11.5 to 9.5ka, and a post EH
optimum period of '”Ogycess decline. We propose that expansion of sea ice during the LGM and post EH
optimum led to the lowering of '"Oeycess during these periods. The response of ' Ogycess at 22 ka, which
predates changes in both 704xcess and 620 in Dome C and Vostok by approximately 4000 years,
suggests an early retreat of sea ice in the southern Pacific Ocean, and supports the findings of WAIS
Divide Project Members [2013] that changes in sea ice extent may explain the early §'80 increases in
WDC at 22 and 20Kka.

Even with strong supersaturation sensitivity and expanded sea ice boundary conditions, we find that our
GCM simulations generally underestimate the magnitude of LGM-EH change in 70 axcess in the WDC record.
We speculate that reflects a combination of modeled modern temperatures and modeled LGM temperatures
that are too warm; the “LGM-cold” experiment with temperature reduced an additional 4°C supports this
view. Preliminary estimates of the glacial-interglacial temperature change at WAIS Divide from borehole
temperature reconstructions indicate a larger temperature change than simulated in our experiments

(K. Cuffey, personal communication, 2013). This suggests that 170 xcess could provide an independent
constraint on the magnitude of glacial-interglacial temperature change. However, site-specific differences
between the observed and modeled ice core 7 Oaycess data suggest that the climate interpretation of

70 xcess at particular locations will require assessment of regional circulation patterns, sea ice concentration,
and local meteorological conditions.
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Chapter 4

Supporting Information to: Triple water-isotopologue record from WAIS Divide,
Antarctica: controls on glacial-interglacial changes in 17Oexcess of precipitation
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This supporting information was published as-is online with the supporting text, tables, and
figures as individual components. The supporting information provides details on the correction
for seawater isotopic composition, normalized relative humidity, VSMOW-SLAP normalization
of published datasets, and data comparison of LGM to Early Holocene isotopic results. Here the
supporting materials have been compiled into one single document.
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1. Correction for seawater isotopic composition

In order to make comparisons of the isotopic records and model results, we must account for the
change in oxygen-18 (6'®0) and deuterium (6D) composition of the ocean during the last glacial
period, resulting from the build-up of the continental ice sheets. These isotopic seawater
corrections have a considerable influence on the dexcess and dj, records, and are therefore
necessary for interpretation of the glacial-interglacial dexcess and dj, changes [Jouzel et al., 2003,
Stenni et al., 2010]. To do this we use the 5'°Oy, record [Bintanja et al., 2005] reconstructed
from the marine sediment benthic stacks of Lisiecki and Raymo [2005], which have been
corrected for deep water temperature effects using an ocean GCM (FigureS4). The §'°Oy,, record
provided by Bintanja et al. [2005] has a 100-year resolution; therefore we use this as the
minimum time interval for the §'*Ocorr and dDcor records. Implicit in these corrections is that the
dexcess and dj, of the ocean source water at present is zero. Following Jouzel et al. [2003] we

apply the following corrections:

41



5180,,,, = 610,,, — 680,,% (1 + 680,,,/10%)/(1 + §80,,/10%) Eq. S1

8D ooy = 6Djeo — 8680, % (14 6D;,/10%)/(1 + 85680,,/10%) Eq. S2
de corr = SDCOTT - 86180COTT Eq S3
880, corr = (In(1 + 60,,,/10%))103 — (In(1 + §80,,,/103))103 Eq. S4

8Dy = —2.85 % 1072 [(In(1 + §80,,,/103))10%]% + 8.47 [(In(1 + §80,,,/103))10%] Eq. S5
8Dy corr = [In(1 + 6Dice/103)]103 — 0Dy ow Eq. S6
dlncorr = 8Dlncorr - (_285 X 10_2(6180ln corr)z + 8-47(81801n COTT) Eq- S7

Note that for dj, (the natural log version of dexcess), we use the 2™ order polynomial fit from
Uemura et al. [2012], with zero intercept. In Figure S2, we show the dexcess and dys o data
compared to the dj, and dj, ¢, data for six cores for which full 6'*0 and 0D records are published.
WDC and EDML show 100-year averages; Siple Dome, Taylor Dome, and Dome Fuji 200-year
averages, and Vostok 400-year averages. For the marine-influenced sites (WDC and Siple
Dome) the correction is smaller than for East Antarctic interior sites, as the magnitude of the
correction is dependent on the amount of distillation, determined to first order by the site
temperature. Once dexcess has been corrected to dys com it is clear that the apparent LGM to EH
dexcess increase seen in all cores is largely an artifact of the change in 'Oy, and furthermore, the
dxs corr data show an inconsistent response between coastal and interior sites. On the other hand,
di corr data show a more consistent response between ice cores sites during the LGM to EH
transition. Note that the magnitude of scaling between dexcess and dj, is different due to the
different definitions. We find that the dj, definition of dexcess reduces the large impact of the
isotopic seawater correction on dexcess, providing more reliable spatial estimates of the glacial-

interglacial change [Stenni et al., 2010; Uemura et al., 2012].
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2. Normalized Relative Humidity

The normalized relative humidity directly above the ocean-air interface is the dominant factor
controlling '"Oeyeess in the marine boundary layer [Landais et al., 2008]. The normalized relative
humidity (74,) is defined as the ratio of water vapor concentration in the near-surface air divided
by the saturated vapor concentration at the temperature of the ocean surface [Gat, 1996; Barkan

and Luz, 2007, Risi et al., 2010; Uemura et al., 2010]:

qsat (Ta) q(Ta) qsat (Ta) q(Tq)
= = E .
qsat(Ts) qsat(Ta) qsat(Ts) qsat(Ts) q S8

rh,=rh,x

where rh,1s the relative humidity of the near-surface air, g = specific humidity, g, = saturated

specific humidity, 7, = air temperature (K), and 7, = surface temperature (K).

To determine the rh, in the ECHAM4.6 model simulations, we use the lowest level (2 m)
specific humidity, ¢(7,), of the atmosphere and the standard calculation for relative humidity (e.g.
Large and Vertenstein, 1995), but substitute the surface temperature (7;) for air temperature in

the denominator:
rh,=q(T,)/(640380/exp(5107.4/T)) Eq. S9

The importance of making such a calculation is that under conditions where the near-surface air
is cooler than the ocean surface temperature, rh, will be lower than rh, The difference is
apparent in the ECHAM4.6 zonal annual averages shown in Fig. S5. Once the Antarctic
continent is encountered, a temperature inversion begins where the surface temperature is colder
than the overlying surface air, causing 74, to become very large. Note that the surface moisture

fluxes are very low over the continent, so that the large 4, has little impact on '"Ocycess.
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3. VSMOW-SLAP Normalization of published datasets

For comparison of published '"Ocxcess records from different laboratories, we normalize the §''O
and 6'°0 data to the VSMOW-SLAP scale, as in Schoenemann et al. [2013], where SLAP 6'°0 =
~55.5 %o, SLAP ""Ocxeess = 0, and VSMOW 670 = 6'%0 = 0. The Vostok '"Oexeess record was
produced at the Institute of Earth Sciences (IES), Hebrew University of Jerusalem, and therefore
we use the SLAP '°0 and '"Ocycess values reported in Barkan and Luz, [2005] to normalize the
data to the VSMOW-SLAP scale. This normalization lowers the published Vostok T 0excess
values by 7 per meg for data where the 8'°0 values are at —55.5 %o. The normalization results in
LGM-EH change in '"Oeycess 0 22 per meg, slightly larger than the 20 per meg given in [Landais
et al., 2008]. We apply an offset to the entire Vostok T 0excess vsmow.-siap record based on the
present-day UW Isolab WAIS Water—Vostok Water difference of ~24 per meg (Figure 4),
bringing the Vostok EH values into better agreement with present-day Vostok values measured

at IES, LSCE and UW Isolab (Table 2).

The ""Ocycess records for EDC and Talos Dome were measured at Le Laboratoire des Sciences du
Climat et 1'Environnement (LSCE) [Winkler et al., 2012]. The original '"Oexcess Values were
corrected by LSCE to be in agreement with the Dome F water standard measured at both IES and
LSCE, which had a 22 per meg difference between labs [Winkler et al., 2012]. This was done by
applying a correction of —22 per meg for EDC and —15 per meg for Talos Dome to the original
YOcxeess data (R. Winkler, personal communication, 2013). After accounting for this offset to the
original '"Ocycess data, we used the uncorrected SLAP and the VSMOW-corrected SLAP values
reported in Landais et al. [2012] to normalize EDC and Talos Dome to the VSMOW-SLAP scale.
The normalization lowers '"Ocycess values by ~26 per meg for data where the 5'°0 values are —

55.5 %o. The result of this normalization on '"Ocyeess is larger for EDC than for Talos Dome
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because EDC 6'°0 is further from VSMOW. These corrections result in a larger LGM—EH
change in '"Ocycess at EDC of 12 per meg compared with the 9 per meg, and a LGM—EH change

at Talos Dome of ~ —1.5 per meg compared with the value of 1 per meg in the published data file

[Winkler et al., 2012].

The data set “Normalized 170xs LGM-EH 01.xlsx” contains the normalized VSMOW-SLAP
values from this study for WDC, Siple Dome, Taylor Dome, along with the published 570, 6'%0,
and ""Oeyxeess values for Vostok, EDC, and Talos Dome, as shown in Figures 2, 3, and 4 in the

main text. Deuterium excess and d, data are also included for each ice core.
4. Data Comparison of LGM to Early Holocene

To determine the significance of the LGM to EH '"O,ycess change for all ice cores we use a two-
sample #-test with a 95 % confidence interval. We perform the test under the assumption that the
population variances are approximately equal, as supported by the standard deviations for each
period. In Table S1 we provide the VSMOW-SLAP normalized '"Ocycess values for the LGM
and EH, the number of samples and the 1 sigma S.D. for each time period. The final two
columns show the p-value and pooled sample standard deviation. The results of the statistical
analysis show that the LGM to EH change for all cores is significant (at 95 % confidence),

except for Siple Dome and Talos Dome.
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Supplementary Figures and Tables

Table S1 Comparison of '"Oeycess ice core data for the Last Glacial Maximum (LGM) to Early
Holocene (EH) and Present-Day (PD) change for WDC, Siple Dome, Taylor Dome, Vostok,
EDC, and Talos Dome. The table includes the number of samples, the 16 sample S.D, and results
of a two tailed #-test that includes the 95 % confidence level (p-value) and pooled sample
standard deviation.

Fig. S1 Model experiments for the LGM (21 ka) minus PD (0 ka) performed by ECHAM4.6
GCM to determine dexcess Sensitivity to all three supersaturation values (a) S = 1-0.002T, (b) S =
1-0.004T, and (¢) S = 1-0.007T, compared with the LGM to EH change in d, ., ice core data
(Table 3). All experiments were run at T42 (2.8° by 2.8") resolution.

Fig. S2 Comparison of dexcess (upper panel) and dj, (lower panel) data corrected for seawater
isotopic composition based on the 6'*Oy, record [Bintanja et al., 2005] for all ice cores discussed
in text, excluding Taylor Dome and Talos Dome (not published data). Original dexcess and d, data
are shown in light grey with dark grey averages (WDC and EDML 100-yr; Siple Dome, EDC,
Dome F, 200-yr; Vostok, no average). The ds corr and dj, corr data are shown for the respective
average in black, except for Vostok (original 400-yr resolution). Note the scale for all dexcess plots
is (12 %o) and for dj, (20 %o), due to the different definitions. Light blue bars show the LGM
period (25-20 ka); red bars show the EH period (12-9 ka).

Fig. S3 Calculation of the zonal annual average slope in ''Ocycess for the temperature range
between —20°C to — 45°C for each model simulation. Modern (red), Extend Ice (light blue), LGM
(blue), LGM-cold (dark blue) and their respective slopes: —0.53, —0.63, —0.70, and —0.87 per
meg/°C. Note the increasing sensitivity of '"Oeycess to temperature as sea ice extent expands in
each colder experiment.

Fig. S4 The 6'° O, (%o) record from Bintanja et al. [2005] used to correct the ice core records for
seawater isotopic composition changes during the glacial period due to increased continental ice
volume.

Fig. S5 (a) The zonal annual average relative humidity (74, (%), blue) and normalized relative
humidity (74, (%), dashed blue) for the ECHAM4.6 GCM control simulation vs. latitude (20 to
75°S), (b) the rh, — rh, difference (%), and (c) the zonal annual average surface temperature (75)
and near-surface air temperature at 2 meters (7,) in °C.
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Table S1: Ice core '’ Ocxeess data comparison of Last Glacial Maximum (LGM) to Early Holocene (EH) change

Two- Two-tailed
LGM LGM LGM EH EH EH LGM-EH | tailed - | t-test,
17Oexcess # of + 1o 17Oexcess # of + 1o 17Oexcess test, pooled
Ice Core Site | (per meg) | samples | (per meg) | (per meg) | samples | (per meg) | (per meg) | p-value S.D.
WDC 12 13 4.3 29 18 5.2 —-17 <0.001 4.9
Siple Dome 18° 10 5.0 21 4 6.0 -3¢ 0.2577 5.0
Taylor Dome 6° 4 5.5 17 11 2.2 -11¢ <0.001 3.3
Vostok” —-16 13 4.9 6 13 5.8 -22 <0.001 54
Dome C* 7 11 9.7 19 17 8.0 —12 0.002 8.7
Talos Dome” -1.5 6 8.6 0 13 8.0 —-1.5 0.745 8.1

* Measurements performed at LSCE

® Measurements performed at IES

€ 25t019.5 ka

4 Siple "Ocxeess PD = (2-1 ka), Taylor '"Oexeess EH = (~6-2ka)
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Chapter 5

Calibrated high-precision 0 exeess Measurements using cavity ring-down
spectroscopy with laser-current-tuned cavity resonance

Originally Published in Atmospheric Measurement Techniques
http://www.atmos-meas-tech.net/7/2421/2014/

The focus of this work was to develop a new laser spectroscopy instrument for making high-
precision '"Oeycess measurements, and compare it with conventional IRMS techniques. This work
originated out of collaboration between Vasileios Gkinis at the University of Copenhagen, Eric
Steig at University of Washington, and Picarro Instruments of Santa Clara, CA. Early on, it was
clear that evaluation of the prototype instrument would benefit from analyzing waters that had
previously been measured by IRMS, and therefore my experience was solicited to develop
methods for water sampling and to improve measurement precision of the prototype. Testing of
various water sample introduction and measurement techniques led to multiple iterations of the
prototype instrument over a three-year period. Furthermore, additional IRMS T 0excess
measurements of new reference waters were required due to the large volumes of water needed
by the Picarro sample introduction system and for long-term drift experiments.

The new triple water-isotope instrument uses cavity ring-down spectroscopy (CRDS) with
laser-current-tuned cavity resonance which results in reduced measurement drift relative to
previous versions. The advantage of laser absorption spectroscopy is the ability to make direct
measurements of the water isotopologues in the water-vapor sample. We show that the
instrument can achieve better than 8 per meg precision on water-vapor samples when integrated
over a period of 30 minutes. Compared to the traditional water fluorination techniques that
require 30 min or more per sample and the dual-inlet mass-spectrometric analysis time of ~3 h,
this new laser-based approach is significantly less time-consuming and more consistent. The
new laser-spectroscopic methods offer increased sample throughput with competitive precision
and accuracy, provided that proper calibration methods are employed.

Calibrated CRDS measurements of the UW A*IsoLab and International Atomic Energy
Agency (IAEA) reference waters show excellent agreement with the IRMS measurements by
Schoenemann et al. [2013]. In particular, '’ Ocycess measurements of GISP water by CRDS give a
value of 27+ 4 per meg, compared to the 28 + 2 per meg by IRMS. Furthermore, concurrent
work by Berman et al. [2013] using different laser-spectroscopic methods reported a GISP value
somewhat lower than ours (23 =+ 2), along with IRMS measurements from John Hopkins
University (25 = 3), and Le Laboratoire des Sciences du Climat et I'Environnement (32 + 6),
which were all normalized to the VSMOW-SLAP scale proposed by Schoenemann et al. [2013].
The mean VSMOW-SLAP normalized value for GISP for all recent measurements from the four
different laboratories (Berman et al. [2013], Schoenemann et al. [2013], Steig et al. [2014]) is
"Oexcess = 28 = 3 per meg, which attests to the reliability of the high-precision IRMS
measurements produced here at UW, and that inter-laboratory agreement is improved when
VSMOW-SLAP normalization methods are adopted.

My contribution to this work included method development for measuring samples on the
CRDS prototype instrument, data analysis, additional IRMS '"Ocycess measurements, and
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significant discussions with the lead authors on the sections referring to comparisons between
IRMS and CRDS techniques. I reviewed multiple drafts of the paper, wrote a key section on the
IRMS/CRDS comparison, and made substantive editorial comments and clarifications

throughout.
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Abstract. High-precision analysis of th&’O /10 isotope  Johnsertal., 1995; Jouzel et al., 2007). Isotopic abundances
ratio in water and water vapor is of interest in hydrological, are reported as deviations of a sample’s isotopic ratio relative
paleoclimate, and atmospheric science applications. Of speo that of a reference water, and expressed insthetation
cific interest is the parametéfO excess (A’O), a measure as

of the deviation from a linear relationship betwéé® /160 4

and180 /160 ratios. Conventional analyses af’O of wa- s — 'Rsample 1 )

ter are obtained by fluorination of @ to O, that is ana- ! Rreference

lyzed by dual-inlet isotope ratio mass spectrometry (IRMS).

\yVe des)::ribe a new Iasgr spectroscopypinstrumenﬁ f‘or hig)hWhere 2R =n(*H)/n(*H), B8R =n(*®0)/n(®0), 'R =
precision A17O measurements. The new instrument uses(*’0)/n(*°0), andx refers to isotope abundance.

cavity ring-down spectroscopy (CRDS) with laser-current- One important innovation was the development by Merli-
tuned cavity resonance to achieve reduced measurement drifeit and Jouzel (1979) of a theoretical understanding of “deu-
compared with previous-generation instruments. Liquid wa-t€rium excess”.

ter and water-vapor samples can be analyzed with a bet- 18
ter than 8 per meg precision fak1’O using integration d =38D —8(870), @)
times of less than 30 min. Calibration with respect to ac- heresD is equivalent té?H. The deuterium excess is com-

cepted water standards demonstrates that both the preCiSiaIm'\!]onl used as a measure of kinetic fractionation processes
and the accuracy oA7O are competitive with conventional y P :

taneous analysis of'80, §170 andsD with precision of P

< 0.03 %o, <0.02 and< 0.2 %0, respectively, based on re- t_he ((j)c?aﬂ surfac<ta alreilgég).n;vﬁlc? plolairggrlez.c\lﬁ ltation 'f dle-
peated calibrated measurements. rived (Johnsen et al., » metit et al., » vimeux et al.,

2001; Masson-Delmotte et al., 2005).

The 8180 andsD isotopic values can be experimentally
determined via a number of isotope ratio mass spectrome-
1 Introduction try (IRMS) techniques. Fat'80, equilibration with CQ has

been the standard method for many decades (Cohn and Urey,
Measurements of the stable isotope ratios of water are ubigi938; McKinney et al., 1950; Epstein, 1953). R, re-
uitous in studies of earth’s hydrological cycle and in paleocli- duction of water to H over hot U (Bigeleisen et al., 1952;
matic applications (Dansgrd, 1964; Dansgaard et al., 1982; Vaughn et al., 1998) or Cr (Gehre et al., 1996) has typically

Published by Copernicus Publications on behalf of the Egg)pean Geosciences Union.



2422 E. J. Steig et al.1’O-excess measurements by laser spectroscopy

been used. Simultaneous determinatiod’$0D andsD was The potential ofA1’O in hydrological research is signif-
made possible via the development of continuous-flow massicant because it provides independent information that may
spectrometric techniques utilizing conversion of water to CObe used to disentangle the competing effects of fractionation
and H in a pyrolysis furnace (Begley and Scrimgeour, 1997; during evaporation, in transport, and in the formation and
Gehre et al., 2004). deposition of precipitation (Landais et al., 2008; Risi et al.,
A recent innovation is the measurement of the difference2010; Schoenemann et al., 2014). It also has applications in
betweers80 ands1’0 at sufficiently high precision to de- atmospheric dynamics because of the importance of super-
termine very small deviations from equilibrium. In general, saturation conditions that, during the formation of cloud ice

the nuclei mass differences #f11° and+2n° (n° denotes a
neutron) imply that the fractionation factor f&+’O between
two different phases will be approximately the square root of
the fractionation factor fo8180 (Urey, 1947; Craig, 1957;
Mook, 2000):

>A

g

wherei = 0.5010-0.5305 (Kaiser, 2008) and the subscripts
“a” and “b” refer to different phases or samples. For isotopic
equilibrium, the value of. will approachd, given theoreti-
cally by the ratio of the partition functions (Q), which in the

18Ra
18Rb

17 Ra
17Rb

3)

crystals, impart a distinctive isotope signature to water vapor
(e.g., Blossey et al., 2010; Schoenemann et al., 2014).
Compared to the routine nature €0 andsD analysis,
isotopic ratio measurements bfO, the second heavy iso-
tope of oxygen in terms of natural abundance, are challeng-
ing. The greater abundanceStC than'’O makes the mea-
surement 08170 in CO, equilibrated with water by IRMS
at m/z =45 impractical. As a result, the precise measure-
ment of A0 requires conversion of water to@ather than
equilibration with CQ or reduction to CO. Meijer and Li
(1998) developed an electrolysis method using Cu3re
recently, Baker et al. (2002) used a fluorination method to
convert water to @ which was analyzed by continuous-flow

limit of high temperature approaches a constant value givenrms: this approach was updated by Barkan and Luz (2005)

as follows (Matsuhisa et al., 1978):

- IN(Q17/Q16)  mys —

= = (4)
n(Q1s/Q16)
wherem1g is the atomic mass df0, m17is that of170, etc?

By analyzing a set of meteoric waters, Meijer and Li
(1998) estimated the value of to be 0.528. Barkan and
Luz (2005) used careful water equilibrium experiments to
determine an equilibrium value farof 0.529, while Barkan
and Luz (2007) showed thatis 0.518 under purely diffu-
sive conditions, in good agreement with theory (Young et al.,
2002). Thus, the Meijer and Li (1998) value of 0.528 for me-
teoric waters reflects the combination of equilibrium and dif-
fusive processes in the hydrological cycle.

for dual-inlet IRMS.

The dual-inlet IRMS method can provide high-precision
and high-accuracA1’O measurements. However, the tech-
nigue is time consuming, resulting in significantly lower
sample throughput when compared to the standard and rela-
tively routine analysis 04180 andsD. The fluorination pro-
cedure requires 30 min or more per sample, while the dual-
inlet mass-spectrometric analysis requires 2—-3 h. In practice,
multiple samples must be processed because of memory ef-
fects in the cobalt-fluoride reagent and other issues that can
arise in the vacuum line (e.g., fractionation during gas trans-
fer) (Barkan and Luz, 2005). Moreover, while this method
provides the most precise available measurements'é®,
measurements of individua®0 values by this method are
generally less precise than those obtained with other ap-

Based on these observations, Barkan and Luz (2007) deproaches.
fined the'’O excess parameter as the deviation from the me- In recent years, laser absorption spectroscopy in the near-

teoric water line with slope of 0.528 in In@ 1) space:

A0 =In(3*"0+1) - 0.528In(880 + 1). (5)
Like deuterium excess$/O excess is sensitive to kinetic frac-
tionation but, unlike deuterium excess, it is nearly insensitive
to temperature and much less sensitive thBnand §180

to equilibrium fractionation during transport and precipita-
tion. Natural variations oA'’O in precipitation are orders
of magnitude smaller than variations 80 andsD and
are t%/pically expressed in per meg (£) rather than per mil
(107°).

INote that the precise atomic masses should be used
m1g=15.99491462238- 0.00000000016, m17 = 16.999131 4
0.0000012, andm41g=17.999161Gt 0.0000070 (Audi et al.,
2003).

Atmos. Meas. Tech., 7, 24212435, 2014 58

infrared and mid-infrared regions has increasingly been used
for isotope analysis. An overview of experimental schemes
for different molecules and isotopologues can be found in
Kerstel (2004). In the case of water, laser absorption spec-
troscopy constitutes an excellent alternative to mass spec-
trometry. The main advantage is the ability to perform es-
sentially simultaneous measurements of the water isotopo-
logues directly on a water-vapor sample. As a result, tedious
sample preparation and conversion techniques are not nec-
essary. Commercialization of laser absorption spectrometers
has recently allowed measurements of water isotope ratios
to be performed with high precision and competitive relative
accuracy, provided that a valid calibration scheme is applied
(Brand et al., 2009; Gupta et al., 2009; Gkinis et al., 2010,
2011; Schmidt et al., 2010; Aemisegger et al., 2012; Kurita
etal., 2012; Wassenaar et al., 2012).

www.atmos-meas-tech.net/7/2421/2014/
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The measurement df0 /160 ratios should in principle where the subscript refers to an arbitrary sample. Normaliza-
not pose any additional challenges when compared to théion to SLAP is by
measurement o¥%0 /160 and D/H. Provided that the ab- assianed
sorption lines of interest are accessible by the laser SOUrCg1g ynormalized_ SlgomeasureoﬁlsogLA% )
with no additional interferences from other molecules, sample ™ sample glsogleggured
a triple isotope-ratio measurement can be performed, result-
ing in calibrated values fat*80, §170 andsD. In fact, triple Wherey%gﬁ%,”ed: _55.5% is the value assigned by the
isotope-ratio measurements of water have been presented jAternational Atomic Energy Agency (Gonfiantini, 1978;
the past via the use of various laser sources utilizing dif-C0p|en, 1988)5D is normalized in the same manner, using
ferent optical and data analysis techniques (Kerstel et aI.5D§ii%ned_ 428 %o.
1999, 2002, 2006; Van Trigt et al., 2002; Gianfrani et al.,
2003; Wu et al., 2010). However, with the exception of re-
sults presented recently by Steig et al. (2013) and Berman _ 0517Oassigned

.. . . 17~normalized__ (17 ~measure SLAP

et al. (2013), precision has not been sufficient to be usefuf™ Osampie” = 3~ Osample sT7gmeasured (8)
for applications requiring the detection of the very small nat- SLAP

ural variations inA*’O. ~ There is no IAEA (International Atomic Energy Agency)-
In this work we report on development of a new cavity defined value fo817025%9"¢ by it Schoenemann et al. (2013)

: : . SLAP
ring-down laser absorption spectrometer that provides bOtk}ecommended that it be defined such that SLABO is pre-

hl%h-prECIS_IOH and hlgh-rel_atlve-accurgcy meagprer_nents Oéisely zero. We follow that recommendation here; that is, we
A+'0. The instrument we discuss here is a modification, first efine

described by Hsiao et al. (2012) and Steig et al. (2013), o .

the Picarro Inc. water isotope analyzer model L2130-i. It is s17g@ssigned_ (0.528In(-55.5x10%+1)) _ ¢ 9)
. ; A SLAP )

now commercially available as model L2140-i. Critical in-

novations we introduced include the use of two lasers thatyhich yields 517027_5/1%”9“: —29.6986 %0, well within the

measure absorption in two different infrared (IR) wavelengtherror of published measurements (Barkan and Luz, 2005;
regions, and modifications to the spectroscopic measurememysakabe and Matsuhisa, 2008; Lin et al., 2010; Schoene-
technique. We also developed a sample introduction systertann et al., 2013) after normalization to the associaté@

that permits the continuous introduction of a stable stream of/alues (Schoenemann et al., 2013).

water vapor from a small liquid water sample into the optical  Throughout this paper, reported valuess$t0, 5170, 5D
cavity. In combination with precise control of the tempera- and A17O have been normalized as described above unless
ture and pressure in the optical cavity of the instrument, datapecifically noted otherwise. Superscripts and subscripts are

averaging over long integration times results in precision ofomitted except where needed for clarity.
better than 8 per meg in1’O. We establish the relative accu-

racy of our results in comparison with IRMS measurements2.2 A'’O analysis with mass spectrometry
This work can also be seen as a demonstration of state-of-the- _ _
art performance for laser absorption spectroscopy isotope rdRMS measurements provide the benchmark for comparison

tio analysis for all four main isotopologues of waten{f0, ~ With results from analysis oA'’O by CRDS (cavity ring-
H,170, Hy180 and HDO). down spectroscopy). We used IRMS to establish accurate

measurements ak1’O of five laboratory working standards
and the IAEA reference water GISP (Greenland Ice Sheet

We normalizes1’O using

2  Methods Precipitation), relative to VSMOW and SLAP. We also used
both IRMS and CRDS measurements to determinesthe
2.1 Reporting of water isotope ratios ands*0 of the same standard®’O is calculated from the

A0 ands180 data. Table 1 reports the values, updated from
Normalization to known standards is critical in the mea- those in Schoenemann et al. (2013).
surement of water isotope ratios. By conventiét£O of We used the method described in Schoenemann et al.
a sample is relative 6?0 /10 of VSMOW (Vienna Stan-  (2013) to convert water to by fluorination, following
dard Mean Ocean Water) and normalizedt8O of SLAP procedures originally developed by Baker et al. (2002) and
(Standard Light Antarctic Precipitation). “MeasuretiVal- Barkan and Luz (2005). A total of 2 L of water are injected
ues with respect to VSMOW are determined from the dif- into a nickel column containing Cafheated to 370C, con-
ference of “raw” values calculated directly from the ratio of verting HO to O, with HF and Cok as byproducts. The

measured isotopologue abundances: O sample is collected in a stainless steel cold finger con-
taining 5A molecular sieve following Abe (2008). To min-
16 measured 8- 0gampie— 80 smow imize memory effects, a minimum of three injections are
8" Osample = 8180{?;VMOW+ 1 ) (6) made prior to collecting a final sample for measurement.
www.atmos-meas-tech.net/7/2421/2014/ Atmos. Meas. Tech., 7, 2421-2435, 2014
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Table 1.VSMOW-SLAP-normalized isotopic ratios of reference waters analyzed at the University of Washington “A*IsalldBy values
are from long-term average IRMS measurements, updated from Schoenet@n{2013) to reflect the inclusion of additional datsfo
andéD values are from long-term average laser spectroscopy measuredid@svalues are calculated from70 ands§180 (Eq. 5).
Precision () is the standard error (¢7). n is the sample size.

A0 (per meg) 8180 (%0) 61702 (%0) 5D (%) n
GISP’ 28+2 -24.80+002 -13.1444 -189.67+0.20 20
VW 3+£3 -56.61+£0.02 —30.2980 -438.79£0.35 10
ww 27+2 -3382+003 -17.9754 -268.30+0.31 36
S 33+2 -1055+0.02 -55515 -75.63+0.17 18
PW 30+2 -6.88+£0.02  —3.6087 —42.12+0.18 17
KD ~0.8+4  0.43+001 0.2262 133013 5

a5170 calculated fron3180 andA170. See Schoenemann et al. (20P3LIAAW values for GISP are
8D = —189.73%0 ands180 = —24.78%o (Gonfiantini et al., 1995, Provisional measurement. Long-term
average data for KD (Kona Deep) are not yet available.

The @ sample is analyzed on a ThermoFinnigan MAT gas being measured, and the frequency-dependent absorp-
253 dual-inlet mass spectrometermafz =32, 33, and 34 tion coefficient. The frequency is determined with a wave-
for 8180 and 8170, using Q gas as a reference. Each length monitor constructed on the principle of a solid etalon
mass-spectrometric measurement comprises 90 sample-t¢crosson et al., 2006; Tan, 2008).
reference comparisons. Precise adjustment of both sample Determination 06180 andsD ratios on the model L2130-i
and reference gas signals (10 V+100 mV) permits long-termis obtained by measurements of the amplitude ot®@,
averaging with no measurable drift, so that the analytical preH,1%0 and HDO spectral lines from a laser operating in the
cision is given by simple counting statisties/+~/90, where  area of 7200 cm! (wavelength 1389 nm). In a modified ver-

o is the standard deviation of the individual sample/referencesion, which we refer to as the L2136, we added a sec-
comparisons. The resulting precision of repeated measuresnd laser that provides access to another wavelength region,
ments of Q gas is 0.002, 0.004, and 0.0037 %. (3.7 per meg)centered on 7193 cm, where there are strong,HO and
for 170, 8180, and A170, respectively. Reproducibility of H»180 absorption lines (Fig. 1). Rapid switching between the
the 10 and 5180 ratios of water samples is in practice two lasers allows the measurement of all three isotope ratios
less precise than these numbers indicate, because fractioessentially simultaneously. About 200-400 ring-down mea-
ation can occur during the fluorination process or during thesurements are made per second, and complete spectra cover-
collection of Q. However, because this fractionation closely ing all four isotopologues are acquired in 0.8 s intervals.
follows the relationship Ind’0+ 1) = 0.528In(5%0 + 1), For isotope measurements with the L2130riL2130-i-
the errors largely cancel in the calculation®t’O (Barkan ~ C under normal operating conditions, water vapor in a dry
and Luz, 2005; Schoenemann et al., 2013). The reproducibilair or Ny carrier gas flows continuously through the cavity
ity of the calibratedA1’O of repeated water samples ranges to maintain a cavity pressure of (66£70.1) hPa at a tem-
from 4 to 8 per meg (Schoenemann et al., 2013). perature of (8@ 0.01)°C, normally at a HO mixing ratio
of 20mmolmot. The flow rate of 40ci#min~! (290K,
2.3 A0 analysis with cavity ring-down spectroscopy 10° Pa) is maintained by two proportional valves in a feed-
back loop configuration up- and down-stream of the opti-
2.3.1 Instrument design cal cavity. The spectral peak amplitudes are determined from
the least-squares fit of discrete measurements of the absorp-

We used modified versions of a CRDS analyzer designedion (calculated from measurements_ of the ring-down time)
for $180 andsD, commercially available as model L2130- (© @ model of the continuous absorption spectrum.
i, manufactured by Picarro Inc. The L213@sian update to The spegtroscoplc technlque_utlllzed for the acquisition
the water-isotope analyzers originally discussed in Crossond analysis of the spectral region relevant to the measure-
(2008). It uses an Invar (Ni—Fe) optical cavity coupled to ment of the |sotqpologues.of interest is essent!ally the same
a near-infrared laser. Optical resonance is achieved by piezdS the one used in the earlier commercially available L2130-i
electric modifications to the length of the cavity. When the @nalyzer. One of the main features of this technique is that
intensity in the cavity reaches a predetermined value, th&Ptical resonance is obtained by dithering the length of the
laser source is turned off and the intensity then decays exavity. As discussed in Results (Sect. 3), we found that drift
ponentially. The time constant of this decay is the “ring- O timescales longer than a few minutes limited the achiev-
. . . 17 .
down time”. The ring-down time depends on the reflectivity a!€ Precision oA>‘O measurements to about 20 per meg;

of the mirrors, the length of the cavity, the mixing ratio of the
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A aser ) B ilaser 2 ditions is 0.02 cmt, and varies by no more than 19cm—1

] owing to the precisely controlled temperature and pressure
conditions. The cavity finesse is 44 000. The ring-down time
] constant for an empty cavity is 22 us, corresponding to an
1l 1,180 (1) effective optical path length of 6.7 km. Each ring-down mea-
surement has a frequency resolution of 14 kHz (given by the
H,!70 (13) FSR divided by the cavity finesse). The noise-equivalent ab-
sorption spectral density is 2810~ 11 cm~1Hz~1/2 for both
the L2130-iand L2130-i-C, and the L2140#nstruments.
This corresponds to a noise-equivalent absorption of only
7 x 10-13cm~1 for integration times of 19s.

H,!80 (1)

H,160 (2)

Absorbance (ppm cm-1)
N

HDO (3) H,!80 (12)

7199.9 7200.1 72003 71928 7193 7193.2
Wavenumber (cm-1)

2.3.2 Spectroscopy

Figure 1.Measured absorption spectrum for water isotopologues in . . .
the two wavenumber regions used by the L2130-i-C and L2140-i | N€ US€ of laser-current tuning permits greater accuracy in
CRDS analyzers. Filled circles: measured absorption fgdha-  the determination of the width of spectral lines than was

por 20 mmol motlin dry air carrier, 66.7 hPa cavity pressure. The achievable with the L2130ar L2130-i-C instruments. This
isotopologue associated with each peak is noted, with nominal peakllows us, with the L2140-i, to use the integrated absorption
numbers for reference (1-3 on laser 1, 11-13 on laser 2). Linesunder the spectral lines, rather than the height of spectral
least-squares fit to the data using Galatry profiles as discussed ipeaks, to determine isotopologue abundances (e.g., Kerstel,
the text. 2004; Kerstel et al., 2006; Hodges and Lisak, 2007).

The integrated absorption (cth) is given by

o0
this drift is ascribed to small but detectable drift in the wave- A= / -
. =u [ k(v)dv,
length monitor.
To improve measurement precision, we developed an up- 0
dated version of the L2130-i-C, hereafter referred 10 as,nere (5, 7, P) is the molecular monochromatic absorp-
model L2140-i, which incorporates a different Spectroscopicyjon coefficient (cr), « is the column density of absorbers
method.. As in the L2130-!, a plezoelectr!c actuator is used(cm_z) and 7 is the wavenumber (cnf) (Rothman et al.,
to physically move one mirror of the cavity, and the wave- 1ggg)’
length monitor is used for feedback to the laser-frequency g integrated absorption is directly related to the absorp-
control electronics, thus allowing for rapid tuning to a target tion strengthsS, via
frequency. In the new method, though, the length of the op-
tical cavity is kept constant during the acquisition of a spec-, (5, 7, P) = S(T) f(, T, P), (11)
trum, and resonance is obtained by dithering of the laser fre-
quency by means of laser-current modulation. The frequencyvhere f is the line shape function due to Doppler and pres-
for each ring-down measurement is then determined directlysure spectral line broadenind is temperature ang is pres-
from the resonance itself, based on the principle that resosure. The integr%‘x’f(ﬁ, T, P)dv = 1 andS is independent
nance will occur only at frequencies spaced by integer mul-of pressure (Rothman et al., 1996). The ratibg A; for
tiples of the free spectral range (FSR) of the cavity (e.g.,two different absorbing isotopologuésand j — and there-
Morville et al., 2005). fore in principle the isotope ratios — are also independent of
Thetarget frequency for each spectral region (e.g., that forpressure. This makes the integrated absorption superior to
H,170) is determined in advance from measurements madéhe spectral peak amplitude used in earlier-generation instru-
at higher frequency resolution and used to tightly constrainments. In practice, it is convenient to replace the wavenum-
the parameters in a spectral model (see below). The fine freber, v, in the integral with the dimensionless detuning=
quency spacing for a given narrow spectral region is deter{v — vg)/op, following Varghese and Hanson (1984), where
mined only by the FSR. In this way, each ring-down mea- g is the center frequency of the absorption line, aigd
surement can be unambiguously assigned to a stable arid the Doppler width (half-width of the Gaussian Doppler-
equidistant frequency axis and the spectral line shape fit to &#roadening profile at 1/ef the height).
well-defined model; only a few data points are needed to pre- Values ofA are obtained by a least-squares fit of the mea-
cisely define each spectral peak. This new scheme also yieldsurements to an empirically determined spectral model. The
higher cavity excitation rates — typically 500 ring-downs per spectral model describes the measured absorption as the sum
second. of a baseline and molecular absorption lines. Free parameters
The FSR is inversely proportional to the cavity length. The in the baseline are an offset, slope and quadratic curvature
FSR of the L2130-and L2140-under normal operating con- term. The molecular absorption spectrum is modeled as the

(10)
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superposition of Galatry profiles, which describe the shape

function, f, for each spectral line. The Galatry profite, is autosampler dry air
given by the real part of the Fourier transform of the correla- (Ol /min)
tion function,® (Galatry, 1961):
exhaust
[e%e} water flow
1 . CRDS . l (5 uL / min)
G(X, Yy, Z) = —Re f I:(D(y, Z, ‘L’)e_’xrdl'] s open split
\/E pressure
0 (12) T stainless steel  regulators
1 40 mL / min H ﬂ ee union
D(y,z,7) :exp(—yr—i-ﬁ[l—zt—e_”]), 1 170 °C
Z

wherex is the frequency separation from the line center nor-Figure 2. Schematic of custom vaporizer design used for isotope

malized by the Doppler width (as given above),and z ratio measurements over long integration times. Double lines denote

are collisional broadening and narrowing parameters, respec/16 inch and 1/32 inch stainless steel tubing (outside diameter).

tively, andr is dimensionless time. Single lines denote fused-silica capillary (0.3 mm inside diameter
The parameters that determine the shape of the lines ar%xiting the vials, reduced to 0.1 mm where the capillary enters the

obtained from spectra acquired by operating the analyzer irf2P°"2en-

a fine-scan mode where ring-downs are acquired with a fre-

quency spacing much smaller than the line width and usingyf 4,160 for the IAEA water standard, VSMOW. Values of

the wavelength monitor to determine the frequency axis. Thissp are determined similarly using data from the first laser
determines the relationship between the collisional broadeng)y.:

ing and narrowing parameters,andz, and the relationship

betweeny for the “normal” water peak (b£°0) and the val- 2 _ A(HDO®)) (17)
ues ofy for each of the isotopologues. The Doppler width is A(H2180(2))’

a known function of temperature (e.g., Galatry, 1961) andis__ 2R

therefore a fixed parameter. This leaves three or four free pa‘ED T 2Rt (18)

rameters needed to describe absorption for unknown samples )

in each spectral region: oneparameter and one value forthe 2-4 Sample inlet system
integrated absorption, for each independent isotopologue
spectral line of interest (e.g., one each for théd®, H,160
and HDO lines in the 7200 cnt wavenumber region).

We use two different inlet systems for the introduction of
water into the CRDS optical cavity. To obtain measure-
ments of the same water sample continuously over several
2.3.3 Determination of isotope ratios hours, we use a “custom vaporizer”. The custom vaporizer
comprises a continuous-flow inlet system similar to that de-
For the determination af'80 ands170, thel80/160 and  scribed by Gkinis et al. (2010, 2011) and used previously
170 /160 ratios are obtained from the ratios of integrated for 6180 andéD. In this design, water is pumped continu-
absorptions of the rare isotopologues on the second laser tously through a capillary and into a stainless steel tee union
the integrated absorption of the common isotopologue on thdeated to 178C. In our application, the “pump” is a sim-
first laser: ple air pressure system, with a double needle that is used to
A(H,180(11)) puncture septum-sealed vials; air pressure introduced into the
1Br = 2 (13) vial through a small steel tube pushes water through a fused-

="
A(H21%0(2)) silica capillary and into the heated tee union. Within the tee

175 _ A(H2170(13)) (14) union, the liquid water is mixed with dry air and exits the tee
~ A(H2180(2))° union as water vapor that is introduced into the CRDS opti-

cal cavity through an open split (Fig. 2). Water-vapor mixing
ratios as measured by the CRDS analyzer are maintained at a
target value (normally 20 mmol mot) to within better than
+0.1 mmol mot L.

For discrete injections of water into the CRDS we use

where B180(11), H1%0(2), etc. refer to the absorption lines
shown in Fig. 1.

The raw (uncalibrated)'80 ands1’O values are then ob-
tained using the usual definition &f

18 ~raw 18p a commercial vaporizer available from Picarro Inc. as model

§70 = B8Rt 1 (15) A0211 and described by Gupta et al. (2009). The vaporizer,
17 operating at 110C, mixes dry carrier gas with 1.8 uL of wa-

s170™" = R , (16) ter, which is injected through a septum. The resulting water

17 - . . . Lo

Rret vapor is introduced into the optical cavity via a three-way
where the value oRyef is an instrument-specific estimate of valve after a~ 60s equilibration. Analysis of a single in-
the ratio of integrated absorption obHO or H,180 to that  jection pulse takes approximately 120 s, excluding injection,
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vaporizer purging and equilibration time. Automated sam- A
pling from 2 mL vials is accomplished with an autosampler
(LEAP Technologies LC PAL). In our experiments, a com-
plete vial analysis consists of 10 repeated injections from the
same vial, for a total analysis time of about 1200 s.

3 Results
3.1 Measurement precision and drift

We use the custom vaporizer to obtain CRDS analyses of the
isotope ratios of the same water over several hours. The Allan
variance statistic provides a convenient way to assess the an-
alytical precision and drift for the resulting long integrations.
The Allan variance is defined as (Werle, 2011)

Ollan (%0)

m
GAZ\IIan (tm) = Zi Z @J‘rl - 81)2 J (19)
mi3 -
10
wherex,, is the integration time andl; 1, §; are the mean Al70 10
values (e.g.§ = 8180 or §170) over neighboring time inter-
vals. Here, we use the “Allan deviation” {mn, square root
of the Allan variance) which can be interpreted as an estimate 10721
of the achievable reproducibility as a function of integration
time. ‘ ‘ ‘ ‘ ‘
Figure 3 showsrajan for measurements made both with 10° 10 102 10° 10
the L2130—.|_—C mstrumem using peak amplm_Jdes, and Wlth Tntegration time (seconds)
the L2140-iinstrument using laser-current tuning and the in-
tegrated absorption measurement. In both casgg, val- Figure 3. Comparison of Allan deviations for water isotope ratios
ues forA'’0 of < 20 per meg are achieved after integration with the L2130-i-C using a conventional wavelength monitor and
times of 5< 1% s, andoayan values fors180, s170 andsD are  spectral peak amplitude (green dashed lines), and with the L2140-i
below 0.03, 0.03 and 0.04 %o, respectively. However, thesalsing laser-current-tuned cavity resonance and integrated absorp-
values represent the limits with the L2130-i-C; no additional tion (solid lines).(A) 580, (B) 6170, (C) 6D, (D) A*70.
improvements in precision were achieved with longer inte-
gration times, and in generajjan begins to rise after £&.
In contrast, with the L2140-iaan values fos180 andsl’0O  meg. Vial average reproducibility @f1’O is 8 per meg. Typ-
improve to < 0.015%o, andoayan for A0 is better than ical vial-to-vial reproducibility is 0.03 %o fo880, 0.015 %o
10 per meg after 1200s (20 min). F&D, the precision is  for 6170, and 0.1 %o foBD.
< 0.07 %o at 1Gs, and remains well below 0.1 %o for much
longer integrations times (20*s). Both the measurements 3.2 Sensitivity to water-vapor mixing ratio
with the custom vaporizer, and those with the commercial
vaporizer, show that long-term drift in1’O is greatly re-  Laser spectroscopy instruments used for water isotope mea-
duced in the L2140-i. Long-term drift fat'80 ands1’Ois  surements exhibit dependenceséfO andsD values on the
also improved, though not eliminated. We discuss the relawater-vapor mixing ratio (Gkinis et al., 2010), and similar
tionship between drift 8180, §170 andA170 in Sect. 4. dependence is expected 6’0 and A1’O. This depen-
Repeated measurements of discrete water injections pradence arises primarily from the effect of pressure broaden-
vide another way to assess measurement precision and drifing on peak shape. As noted in Sect. 2.3.2, use of the inte-
Results from running the same water from multiple vials grated absorption in place of peak amplitude in the calcu-
(with 10 discrete 1.8 L injections per vial), yield statis- lation of isotope ratios with the L2140kstrument should
tics comparable to those obtained with the custom vaportheoretically eliminate the water-vapor mixing-ratio depen-
izer (Fig. 4). Typical injection-to-injection precision is 20 per dence. We used the custom vaporizer to obtain measure-
meg for A1’O. Averages over 10 repeated injections from ments with the L2140-bver a wide range of water-vapor
each vial result in a total analysis time per vial of 1200 s, mixing ratios. Figure 5 shows that there is a significant re-
corresponding to the integration time at which the Allan de-duction in the sensitivity of isotope ratios to mixing ra-
viation data (Fig. 3) showA'’O precision reaching: 10 per  tio when using the integrated absorption measurement, as

-2
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ware as a concentration (20 000 ppid) §180, (B) §170 and(C)
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Figure 4.lsotope ratios from repeated measurements of 2 mL vials
of identical water, using integrated absorption on the L2148y
§180, (B) 170, (C) 8D, and(D) A170. Each dot represents the av-
erage of ten 1.8 pL injections from one vial; the vertical error bars
show the standard error (g/#z) of then = 10 individual injections.
The standard deviation of all vial means) (s given in each panel.
Horizontal dashed lines are shown for referencet8t02 %o for
5180 ands170, at+0.2 %o for 8D, and at+10 per meg fon17’0. 3.3 Calibration to VSMOW and SLAP
The experiment shown took about 60 h. No drift corrections or other
post-measurement adjustments were made to the raw data. We performed two independent types of calibration experi-

ments with the L2140-i. In the first experiment, we analyzed

standard waters SLAP2 and VSMOW?2, along with reference
expected. Fos80, sensitivity is reduced from 0.2%. for waters GISP, VW (Vostok Water), WW (West Antarctic Ice
a 1mmolmot™ variation in water-vapor mixing ratio — Sheet Water) and KD (Kona Deep), and used the two-point
comparable to that seen in the L213@nd other earlier-  calibration lines defined by Egs. (7) and (8) to determine the
generation instruments — to less than 0.04 %./(mmofTHol  value of the references waters treated as “unknowns”. The
Sensitivity for 81’0 is comparably reduced, from4®%.  resulting calibrated80 ands’O values are then used to
to less than 0.08 %o/(mmol mot). Finally, the sensitivity calculateA’0, using Eq. (5) (note that th#80 ands1’O
of A'’O to the water-vapor mixing ratio is reduced from of VSMOW2 and SLAP2 are indistinguishable from those of
> 250 per meg to< 30 per meg/(mmol mot'). The mixing-  VSMOW and SLAP (Lin et al., 2010)). In the second exper-
ratio sensitivity of$D, however, at about 1 %o/(mmolot)  iment, we analyzed lab reference waters SW (Seattle Water)
is not significantly changed between earlier models and thesnd WW and used the IRM&0O andsl’O values of PW
L2140-i. This may suggest an incomplete accounting for the(Pennsylvania Water) and VW as calibration points.
structure of the mixing-ratio-dependent spectral baseline, or |n both types of calibration experiments, we used the com-
other aspects of the spectroscopy that are not yet fully charmercial vaporizer and 2mL vials, from which ten 1.8 L
acterized. injections were made. The measurement order was as fol-

lows, where the number gives the number of vials for

each water sample in parentheses. First experiment: 5 (KD),

5 (VSMOW2), 4 (VW), 5 (SLAP2), 4 (WW), 5 (GISP),

5 (KD), 5 (VSMOW?2), 4 (WW), 5 (GISP), 4 (VW), and

5 (SLAP2). Second experiment: 7 (VW), 7 (WW), 7 (SW),

7 (KD), 7 (PW), 7 (VW), 7 (WW), 7 (SW), 7 (KD), and
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7 (PW). In the experiment with VSMOW?2, SLAP2 and 0
GISP, the use of lab reference waters with similar isotopic 35 sw %
composition prior to the IAEA standards was done in order ww osP §ow

to reduced the potential for instrument memory effects influ-
encing the results. We use data only from the last three vials
for each standard or reference water in our calculations, us-
ing all 10 injections from each of those vials in the average.
We find that the instrument response time §&fO is indis-

Al70 (VSMOW-SLAP) (per meg)
B
:

tinguishable from that fo8180. This suggests that memory ok 7 ]
effects should be minimized fok*’O measurements com- A vvow 4|
pared with deuterium excess, which can be problematic be- % TKD
cause the response time 8 is greater than fo180 in I 1
most instruments (Aemisegger et al., 2012). Further work is 105 50 20 T30 T30 T10 o
needed, however, to fully characterize the influence of mem- §180 (VSMOW-SLAP) (%)

ory on A0 with the L2140-i. _ _ _

The results of the calibration experiments are tabulated9ure 6. Comparison o170 data from two independent sets of
in Table 2. Figure 6 shows the calibrated mean values an&allbratlons of reference waters and standards mz_easureo! by laser
uncertainties inA170 for the two different types of cali- SPeciroscopy on the L214QCRDS, open squares) with previously

- . L determined values from mass spectrometry (IRMS, filled circles).
bration exper_lm_ent. The uncertainties are calculated as th@ 174 yata are plotted vs$i180. Error bars on the CRDS values
standard deviation of the mean (¢f) based om repeated e the standard deviation of the mean (see Table 2). Values and er-
measurements. This calculation may underestimate the trugy pars (1 standard error) on the IRMS values are from Table 1,
uncertainty because it assumes a Gaussian error distribumpdated from Schoenemann et al. (2013). The calibration points
tion, which is not supported by the Allan deviation data for VSMOW, SLAP, PW and VW are shown as open circles for ref-
long integration times (Fig. 3). However, this is conserva- erence.
tive with respect to the calibration experiments: the results
show that theA 1’0 values of the “unknowns” in each exper-
iment with the CRDS are indistinguishable from the valueséffects. In our case, as shown in Fig. 7, the slope of
previously determined using IRMS. Note in particular that IN(8170+ 1) vs. In(5*80+ 1) is 0.5254; the scale compres-
the CRDS value of the IAEA reference water, GISP £27 sion is therefore 0.995. Use of Eq. (20) would result in a
per meg), calibrated independently, is nearly identical to thedifference for the GISP reference water ©10.0006 %o for
IRMS value of 28+ 2 per meg (Schoenemann et al., 2013). 81’0, < 0.003%o fors'80 and< 1.6 per meg forA'’O, all
Further, we find that both KD, which is fresh water derived Well below measurement uncertainty. Use of the linear nor-
by reverse osmosis from an ocean water sample, and vwpnalization from Schoenemann et al. (2013) is therefore pre-
which is a meteoric water sample from the interior of Eastferred. Nevertheless, users of L214@struments will need
Antarctica, have indistinguishabte!”O values. to verify any calibration strategy for their particular applica-

We emphasize that, as with IRMS measurements, data thdton, taking into account the instrument response time, the
are referenced to VSMOW but are not normalized on theavailability of reference waters of known composition, and
VSMOW-SLAP scale can result in inconsistent results be-the scale compression, which may be different for different
cause of instrument-specific scale compression (or expaninstruments.
sion) relative to the defined calibration (see e.g., Coplen,

1988; Schoenemann et al., 2013). In the contexndfO

measurements on water, such scale compression results #1 Discussion

a slope differing from the defined value of 0.528 on a plot

of In(8170+ 1) vs. In(s'80 + 1). Also, if the slope is signif-  Our results demonstrate that analysisf’O using cav-
icantly different from 0.528, errors in1’O will result even ity ring-down laser absorption spectroscopy, as implemented
if a linear normalization to VSMOW-SLAP is applied. This in the L2140-iinstrument, can be competitive with analyses
problem can in principle be addressed using a nonlinear norby mass spectrometry. The reproducibility of repeated indi-

malization method (Kaiser, 2008); i.e., vidual measurements made over 30 min is better than 8 per
sesiane meg, similar to the precision reported for IRMS (e.g., Luz
(270358 *% 1) and Barkan, 2010; Schoenemann et al., 2013), and calibrated

317Onormalized_ (8l7omeasured ]_)Wﬁ))—l, (20)

sample sample T values of reference waters are indistinguishable between the

two methods. AchievingAl’O measurements at the 10
and similarly for 8180, rather than our linear calculation per meg level with CRDS requires relatively long integration
(Egs. 7-9). However, the nonlinear calibration method can-times when compared with the more comm©fiO or D
not effectively remove scale compression due to blankmeasurements, which for typical applications require lower
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Table 2.VSMOW-SLAP-normalizech 170, §180, §170 andsD values for reference waters determined by CRDS using (a) IAEA standards
VSMOW?2 and SLAP2 as calibration points and (b) using University of Washington standards PW and VW as calibration points. IRMS-
measured\170 values are shown for comparison. Precision (&) is the standard deviation of the mgéar) (@ is the sample size.

IRMS CRDS

Al’0o Al7o §180 s170 sD n
(per meg)  (per meg) (%o) (%o) (%o)

GISP? 2842 2744 —24.77+0.02 -13.13£0.01 -190.19+0.14 6
vwa 343 —3+3 -56.50+003 -30.24+002 -438.19+0.35 6
wwa 2742 2744 —33.90£0.03 -18.02+0.02 -268.87+0.40 6
wwP 2742 2742 —33.98+0.03 -18.06-0.03 -—269.29+0.26 6
swP 3342 3444 -10.64+0.04 -560+0.03 —76.05+0.24 6
KD2 —0.8+4 —16+3 0.4340.01 0.23+0.01 133+0.13 6
KDP -08+4 -16+4 0.50+0.03 0.26+0.03 171+022 6

aySMOW?2 and SLAP2 calibratior®. PW and VW calibration. Errors take into account uncertainty in calibration points.

Bermanet al. (2013). Measurements of the IAEA reference
water GISP reported by Berman et al. (2013), when cal-
ibrated to VSMOW and SLAP, are somewhat lower than
ours (232 per meg, compared with our values of 24
(CRDS) and 28- 2 (IRMS)), but both are compatible within
20 of most reported IRMS values from the literature; e.g.,
the weighted average of the most precise previously reported
measurements (IRMS only) was 2211 per meg (Schoen-
‘ ‘ ‘ ‘ ‘ ‘ ‘ emann et al., 2013). The mean VSMOW-SLAP-normalized
-60 -50 -40 -30 -20 -10 0 value for GISP for all recent measurements from four differ-
In(3180+1) (%o) ent laboratories (as reported here, and by Schoenemann et al.,

2013 and Berman et al., 2013)4s-’O = 28+ 3 per meg.

High-precisionA1’O measurements are achieved without
drift correction on the L2140- Indeed, the precision and

° | drift characteristics of tha 1’0 results are better than would

° | be expected from the simple combination of noise instf®©

+ and 1’0 measurements, both of which show evidence of
| some drift in their Allan deviations (Fig. 3).
03170 The relationship betweett®0, 610 andA’O errors can
+ 5150 i be understood as a combination of correlated and uncorre-
o ‘ ‘ ‘ ‘ ‘ lated noise contributions (Schoenemann et al., 2013):

-50 -40 30 -20 10 0

3(17.18)0 (VSMOW-SLAP) (%o) oxs = (m —0.528)a1g+ n17, (21)

1A VSMOW?2

In(3170+1) (%o)

SLAP2 Slope = 0.5254

o
@

I | | | |
o 2 o o o
(%] s w N -

Measured — Calibrated 8(17-18)O (%o)

|
o L
o

Figure 7. Characterization of scale compression on the L2140-i. where oys is the precision ofA17O, o1g is the precision
(A) Measured (vs. VSMOW) InffO+1) vs. In(880+1) for  of In(s180+1), andn17 is the residual in IN70+ 1) from
VSMOW2, SLAP2 and GISRB) Difference between measured 4 pest-fit line through the data having slopein general, the
:J”ndcgslr']b(;ﬁﬁg cﬁbigfgd \lefeVSMOWZ, SLAPZandGISPasa ncorrelated errors fy) are small. At higher frequencies,
' tends towards higher values (Fig. 8).
We find that for the 0.8 s averages sf400 individual
ring-down measurements, the slope is 0.82+0.02, or 1.0+0.1
precision (<0.1 and< 1 %o, respectively). Nevertheless, the if a “model 2" regression that accounts for variance in both
new method is less time consuming, less labor intensive, anthe 50 ands!’O measurements is used (e.g., York, 1969).
safer than the IRMS method requiring the use of fluorination.A slope of precisely 1.0 would be expected if, for exam-
Measurements oA1’O with a laser spectroscopy instru- ple, all measurement error were due to noise in th&®@
ment with a different design (off-axis integrated cavity out- spectral line, since this measurement is shared equally in the
put spectroscopy, or OA-ICOS) were reported recently bycalculation of boths180 ands170. The noise in the high-
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Figure 8.Relationship between Int§O+1) and In(580+1) resid-  Figure 9. Comparison of the In@’O + 1) vs. In(s180 + 1) rela-

uals for 40 vials of identical water, each injected 10 times in the tionship for residuals (difference of individual analyses from the
L2140-i CRDS. Small gray dots show every 100th high-frequency mean) of measurements of water samples with the L2130-i-C and
0.8 s measurement, large circles the individual injection means,“+"-the L2140-iCRDS instruments, and with IRMS. The slope of 0.528
signs the vial-mean values. The slopes of the 0.8 s and individual inthat definesa 170 is shown for reference.

jection data are 0.820.02 and 0.59-0.02, respectively (+ 20).

The slope of the vial-mean data is 054.03, shown by the line. i ) ) )
the magnitude of1g is much smaller than that obtained with

IRMS measurements of{prepared by fluorination.

frequency data is indistinguishable from Gaussian, and is TNhiS was not the case with our original prototype in-
consequently reduced as a function of the square root of thgtrument (L2130-i-C), for which analyzer noise was dom-
integration time. For longer measurement times (integrationdn@nt éven for long integration times (Fig. 9). Because the

of 10%s or longer)m is~ 0.5, so that the terrin—0.528)ag (€M (m —0.528)q1g is very small,< 1 per meg, for vial-
is small. As for IRMS measurements, it is the combination @Verage measurements, changes to the sample introduction

of the very small magnitude of uncorrelated noise, com-  System that would significantly i_mprO\Ae”O precision will
bined withm ~ 0.5 that leads to the very high precision for pe challengmg. These comparisons attest to the &gmﬂcapt
AL70 measurements, even where #180 andsl’0 mea-  improvementin the spectroscopic measurements achieved in
surements are comparatively imprecise. t_he L2140, as well as to the stabili_ty of fche water-vapor de-
Frequency dependence of the error slope,is not ob- !lvery and mmmal amount of fract_lonatlon occurring bqth
served in IRMS measurements. As discussed in Schoend? the commercial vaporizer and in our custom vaporizer

mannet al. (2013), in both the $O fluorination procedure ~ d€sign. . _ . o
and in the mass-spectrometer source, likely sources of er- 1"€ L2140 should be useful in a variety of applications,

ror will involve some combination of diffusive and equi- Such as the high-resolution analysis of ice core samples us-
librium fractionation processes, both of which will lead to g in-line continuous melting systems (Gkinis et al., 2011),
values ofm close to 0.5 (e.g., Miller, 2002). That the rela- OF in the measurement of ambient water-vapor mixing ratios
tionship betweers!80 and 5170 errors in the CRDS also N the atmosphere, currently done with laser spectroscopy
tends towardsn ~ 0.5 at longer integration times suggests Instruments fors*%0 and 6D (e.g., Noone et al., 2011;
that low-frequency drift in these measurements is similarly S@yres et al., 2009), though such applications have not yet
attributable to fractionation effects, rather than, for example,P€en fully tested. The low sensitivity to water-vapor mixing

drift in the optical cavity temperature or other aspects of the'@tio achieved with the integrated-absorption measurement
CRDS instrument itself. Fractionation of t6&0 ands’0 would be an advantage in such applications, though there is

values could be associated with diffusion of water vapor,Still Some sensitivity that may become impolrtant for mixing-
incomplete evaporation, or condensation and re-evaporatioftio variability greater thas=0.1 mmol mot™. In the cur-
during the vaporization process, or possibly in the optical"®nt commercial version of the L214Grstrument, a water-
cavity. vapor mixing-ratio correction is available in the instrument

These observations suggest that the current practical limigoftware that uses a bilinear relationship of the form
of precision for isotope measurements on the L21#0set  , 4 — A(L)+ a0+ a1 A(L)A(2 22
by the sample introduction system, rather than the CRDS (Deorecteq= A1) + a0 + a1 A A). (22)
analysis itself. As illustrated in Fig. 9, which compares IRMS where A(1) and A(2) refer to the integrated absorption for
and CRDS measurements, the magnitude,gfs very small  peaks 1 and 2 (Fig. 1), angh and ey are empirically de-
— similar to that obtained with high-precision IRMS — while termined coefficients. The coefficients are determined by
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ering of theA1’0 value is clearly detectable from vial to vial

+++
5 20 AT ", at the 1-2 per meg level; this would probably not be possible
%’ ol Ty e, to observe using the IRMS method. We suggest that the laser
2 50 st Ty spectroscopy method fax'’O could be used in a number of
S ey - hydrological and atmospheric sciences applications that were
o0 Ty J previously impractical.
5 Conclusions
~ CRDS is commonly used for measurements of'ft@/ 160
< and D/ H isotope ratios of water and water vapor, reported
g as 8180 and 8D deviations from VSMOW. We have de-
= veloped a new CRDS instrument that makes possible the
z additional measurement of tHé0 /60 isotope ratio, and
of the small difference A1’O, between In(3’0+1) and
0.528In(880 + 1), known as the*’O excess”. The new in-

strument uses a novel laser-current-tuned cavity resonance
(3180 + 1) (%) method to achieve precision ef8 per meg forA’O while
simultaneously providing measurements 8fO and sD
Figure 10.Results of an evaporation experiment in which 2mL with a precision competitive with previous-generation instru-
sample vials are left open to the ambient_ air and are progressivelynents. Liquid samples are introduced into the optical cav-
Sampllfd (ten 1-88“'- injections f°1r7ea°h vial) OVefngOh period. jty using an automated vaporization system that requires no
(A) 5170 vs. In(31°0+ 1), (B) In(370+ 1) vs. In(3:°0+ 1). Time prior sample preparation. Direct analysis of ambient water
progress to the right in bOt.h panels. Note the gradual d?v'at'on 0vapor in air is also possible. Calibration against the IAEA
the measurements (open circles) from a slope of 0.528 ({ine). standard waters VSMOW?2 and SLAP2 yields calibrated val-
ues for the reference water GISP of24 per meg, indistin-
d guishable from the value of 282 obtained by Schoenemann

varying the water mixing ratio over a _Ia_rge range and g o, (2013) using IRMS. Our results establish CRDS mea-
then applied to each measurement. A similar correction is

17 ) ;

tion following instrument-specific empirical measurements convert HO samples to @pri(?r 0 analysis

such as illustrated in Fig. 5 coulik used as an alternative. '

We note, however, that we have not evaluated the perfor-

mance of the instrument at low water-vapor mixing ratios acknowledgementsive thank B. Vanden Heuvel, B. H. Vaughn,

(< 18 mmol mof™). J. W. C. White, B. Vinther, G. Hsiao and E. Crosson. Reviews
As an example of an application of the L2140-i, we per- by E. Kerstel, J. Kaiser and E. Berman led to improvements in

formed a simple experiment in which 42 vials containing the manuscript. We also thank the editor for his handling of the

identical water, open to the air, were measured sequentiallynanuscript. This work was supported by the US National Science

using 10 injections each. Because the vials were open to a reFoundation Division of Polar Programs (Antarctic Glaciology

atively low-humidity laboratory atmosphere, evaporation of Program), Division of Atmospheric and Geospace Sciences

the vials would be expected to raise 180 values through ~ (Paleoclimate Program; Climate and Large Scale Dynamics

time, and theA170 value should decrease: furthermore, the Program) and Division of Industrial Innovation & Partnerships

. . 3 (Academic Liaison with Industry Program) (NSF award numbers
relationship between In%50+1) and In(al 0+ 1) would DPP-1341360 and OPP-0806387). It was also supported by the

be expggteq to evolve along a slope intermediate bew"eeﬁuaternary Research Center at the University of Washington, the
the equilibrium value (0.529) (Barkan and Luz, 20@8ld  centre for Ice and Climate at the University of Copenhagen, and
the value for diffusion into dry air (0518) (Barkan and LUZ, the Lundbeck Foundatior]l Copenhagen, Denmark.
2007). These features are indeed observed in the experiment:
A0 decreases by 90 per meg (Fig. 10). Edited by: D. Heard
The slope of In(3’0+1) vs. In(8'0+1) is 0.5232+
0.0005, distinguishable at 99% confidence from the “me-
teoric water line” slope, accounting for scale compression. A
simple experiment like this, which was run fully automated
over ~ 60 h, would take many hours of sample preparation
time and> 100 h of analysis time using the traditional fluori-
nation and IRMS method. Note also that the progressive low-
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Chapter 6

Seasonal and spatial variation of Y0 excess aNd doeess 0 Antarctic precipitation:
insights from an intermediate complexity isotope model

In-preparation for the Journal of Geophysical Research

In this fourth paper, we use an intermediate complexity isotope model (ICM) to investigate
the sensitivity of water isotope ratios in precipitation to climate variations in the Southern
Hemisphere. Model improvements include the addition of 570, "Oexeess, and d,, and updates to
the equilibrium fractionation factors for temperatures below zero and kinetic fractionation factors
for evaporation over the ocean and condensation during snow formation. The ICM is forced
with seasonal NCEP/DOE II reanalysis data for model boundary conditions. Experiments with
perturbations to the surface temperature and humidity fields are used to investigate the isotopic
sensitivity. We find that the response of '"Ocycess to a uniform temperature change is
insignificant over the ocean, while there is a large magnitude response over the ice sheet,
particularly in East Antarctica. A decrease of ocean surface relative humidity produces increased
0excess and dexcess, With a coherent response over both the ocean and Antarctica. For interior
East Antarctica, the model simulates a seasonal cycle in '"Oeyeess that is positively correlated with
0'%0 and of large magnitude (~50 per meg), consistent with the observations from Vostok. The
seasonal cycle in '"Ogeess for West Antarctica is predicted to be considerably smaller in
magnitude (~12 per meg), and is negatively correlated with §'°0. Over the ocean, the model
predicts a seasonal cycle in '"Oeyeess Of ~8 per meg for the East Antarctic sector and only ~3 per
meg for the West Antarctic sector, due in part to seasonal changes in ocean surface relative
humidity and sea-surface temperatures. These changes are insufficient to explain the full
amplitude of the simulated seasonal cycle over the continent or that observed in modern
precipitation. The spatial differences in the response of '"Opycess to local temperature reflect the
balance of equilibrium and kinetic fractionation during snow formation en route. To capture the
modern spatial distribution and seasonal variability of '"Oexcess and dexcess OVer the ice sheet, a
higher sensitivity to temperature for supersaturated conditions (i.e., stronger kinetic effects) is
required. We find that evaporative recharge is an important climatic process that moderates the
variability of '"Ocycess and dexcess OVer the ocean. Evidence is provided that the process of kinetic
fractionation during snow formation may not occur under purely molecular diffusive conditions,
requiring a term that accounts for turbulence.

For this work, I modified the ICM to include 67O, ""Oexcess and din, updated the model
fractionation factors, processed the NCEP reanalysis data for compatibility with the ICM,
performed all the model simulations and sensitivity analyses, converted dexcess SNOW sample data
to dj, and normalized '"Ocyeess ice core data to the VSMOW-SLAP scale, performed the model-
data comparison, wrote the manuscript and interpreted the results, and made all the tables and
figures. Eric Steig contributed valuable comments and overall improvements to the manuscript.
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Abstract

The sensitivity of water isotope ratios ('’Oexcess and dexcess) in precipitation to climate variations in the
Southern Hemisphere is investigated with an intermediate complexity isotope model (ICM) that
incorporates updated equilibrium and kinetic fractionation factors for temperatures below zero.
NCEP/DOE 1I reanalysis data, with permutations to the surface temperature and humidity fields, are
used as model boundary conditions. Decreases in ocean surface relative humidity result in increased
"Oexcess aNd dexeess, With a uniform response over the ocean and Antarctic continent. The response of
"Ocxeess 10 a global temperature change is insignificant over the ocean, but there is a significant
"Ocxeess TESpONSE to temperature change over the ice sheet, particularly in East Antarctica. The
simulated seasonal cycle in '"Oyeess for interior East Antarctica is positively correlated with 6'°0 and
of large magnitude (~50 per meg), in agreement with observations at Vostok. The seasonal cycle in
"Oexcess for West Antarctica is predicted to be smaller in magnitude (~12 per meg) and of opposite
sign. The '"Ocycess seasonal cycle over the ocean is only ~3 per meg for the West Antarctic sector and
~8 per meg for the East Antarctic sector, neither of which are large enough to explain the full seasonal
changes over the ice sheet produced by the ICM or observed in ice cores. The sensitivity of '’ Oeycess tO
local site temperature, and both the modern spatial distribution and seasonal variability of 7 0excess and
dexcess Over the ice sheet, reflect the balance of equilibrium and kinetic fractionation during the
formation of solid precipitation. To simulate the present-day '’Ocycess Observations requires that the
sensitivity of supersaturation to temperature to be relatively high. Evaporative recharge is also found
to be an important process that moderates the variability of '"Oexcess and dexeess OVer the ocean.
Evidence is provided that the simulation of kinetic fractionation during snow formation may require
the inclusion of a term that accounts for turbulence.

1. Introduction

The stable water isotopic ratios in precipitation, as obtained from ice cores, (9'*0 and JD,
collectively as o), and the second order parameter dexcess, have provided useful tools for investigating
paleoclimatic conditions. ¢ is expressed as

5i = (iRsample/ iRreference) —1, Eq 1

where R = n(*H)/n('H), "*R = n(**0)/n(*°0), "R = n(*’0)/n(*°0), and n refers to isotope abundance.

73



Deuterium excess as defined by Dansgaard [1964], is given by:
dexoess = 0D —8(3'°0) Eq. 2

Measurements of dexcess from ice cores have been used to infer the vapor source-region temperature and
humidity history and to correct the ¢ history for such source region effects, thereby isolating the local
site conditions [Cuffey and Vimeux, 2001; Vimeux et al., 2001a]. However, interpretation of dexcess as @
source indicator is complicated by its strong sensitivity to both equilibrium and kinetic fractionation
during transport, precipitation, and snow formation. The recent addition of §'’O and accompanying '"O
excess,

"Oexcess = In(0'’0+1) — 0.528 In(5'*0+1) Eq. 3

further complement the existing suite of isotopic indicators, permitting a more comprehensive
investigation into characteristics of the global hydrological cycle. Although the use of '"Oexcess has
become more prevalent, the factors that control its spatial and temporal variability are not fully
understood, as evidenced by the evolving interpretation of '"Oqycess in polar climates [Landais et al.,
2008; Risi et al., 2010; Winkler et al., 2012; Risi et al., 2013; Winkler et al., 2013; Schoenemann et al.,
2014].

Most investigations into the climatic factors that control '"Ogess have relied on Rayleigh
distillation models with isolated air parcels or general circulation models (GCMs) enabled with
isotopes [Landais et al., 2008; Risi et al., 2010; Winkler et al., 2012; Schoenemann et al., 2014].
While both approaches have aided in the interpretation of '’Ocycess Variations, both have disadvantages.
Rayleigh models lack important processes like evaporative recharge and atmospheric transport
characteristics. GCMs incorporate important physical mechanisms and relevant climatological
boundary conditions, which make them exceptional instruments for determining the response of
isotopes to climatic changes. However, the complexity and coupled-nature of GCMs makes difficult
the investigation of individual components of the isotopic distillation system. Intermediate complexity
models (ICMs) are useful in providing a means to conduct simple experiments to gain both conceptual
and quantitative understanding of the connections between large scale climate variations and the
isotopic response of precipitation.

In this study we use an intermediate complexity model (ICM) of atmospheric water vapor transport
and isotopic distillation initially developed by Hendricks et al. [2000] based upon work by Fisher
[1991; 1992], and improved upon by Kavanaugh and Cuffey [2003] to investigate the influence of
temporal and spatial variations of climate conditions over the annual cycle on ""Oycess and dexcess: A
study of this type has yet to be performed for '"Ocycess. We evaluate the performance of the ICM by
comparing model results to available measurements of '’ Oeycess and dexcess.

1.2 Model Description

The ICM used here is that of Kavanaugh and Cuffey [2003] (hereafter KCO03), which incorporates
surface and atmospheric conditions to simulate water vapor transport and calculates the J values of the
ensuing precipitation. For a full description of the model, the reader is directed to Hendricks et al.
[2000] , and Kavanaugh and Cuffey [2002; 2003]. The model calculates variations of J to zonally
averaged climate variables (temperature (7), precipitation (P), evaporation (E), water content (w), and
surface relative humidity (#%)). An important aspect of the ICM is that it includes evaporative recharge
of the low and middle latitude atmosphere with isotopically enriched vapor, which was found by
Hendricks et al. [2000] to reduce the variability of isotopic values over the Antarctic ice sheet
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compared to predictions by Rayleigh-type models. Model improvements by KCO03 included kinetic
effects for isotopic fractionation factors during evaporation and condensation, which are fundamental
to the accurate depiction of dexcess behavior in cold regions. KCO03 further modified the ICM to include
both advective and diffusive transport mechanisms, with the partitioning controlled by a tuning
parameter (f;), determined by using values of diffusive (Dy) and advective (D,) divergences over the
subtropics from Hartmann [1994], and model tuning to match Antarctic isotope data [Dahe et al.,
1994].

1.3 Model Updates

We updated the KC03 ICM by incorporating the H,'’O isotopologue, allowing calculation of 5''O
and '"Oeyeess, and by using improved equilibrium and kinetic fractionation factors. The implementation
of 6'70 into the ICM was accomplished by creating a second version of the ICM where all variables,
parameters, and functions pertaining to SD were replaced by those for ¢'’0, including the associated
fractionation factors. We revised the isotopic fractionation factors during evaporation and
condensation based on studies by Uemura et al. [2005; 2010] and Ellehaj et al. [2013]. The most
important of these are the kinetic fractionation factors of oxygen-18 and deuterium for solid
precipitation, the kinetic fractionation factor during ocean evaporation, and equilibrium fractionation
factors for 6D and 6'°O at temperatures below freezing.

Isotopic fractionation during evaporation and condensation are given as follows. The isotopic
composition of vapor evaporated from the ocean surface is determined by the total fractionation factor
for each isotopic species, calculated as the product of an equilibrium fractionation factor, o.q, and a
kinetic fractionation parameter that accounts for the boundary-layer process of vapor transport (i.e.,
molecular diffusion and turbulence). For the non-equilibrium fractionation, we use the term k for the
kinetic fractionation parameter for evaporation over the ocean and oui, for the kinetic process of snow
formation. Note that terms oy, and & + 1 are sometimes used interchangeably, but their values may be
different. The total fractionation factors for each process are then given by oo = (k+1)aq (ocean
evaporation) or Ol = OkinOleq (SNOW formation).

As in KCO03, we use the liquid-vapor equilibrium fractionation factors for deuterium (2oceq =
n(HD'0), /n(H,'°0), ) and oxygen-18 (180Leq = n(H,"*0), /n(H,'°0), ) from Horita and Wesolowski
[1994], for ocean surface temperatures above freezing, where / = liquid, v = vapor:

B 0teq = exp[(=7.685 + (6.7123(10°/T)) — (1.6664(10°/T%)) + (0.3504(10°/T°)))/10°] Eq. 4
*0Oleq = exp[(1158.8(T°/10%) — 1620.1(T*/10°) + 794.84(1/10%) — 161.04+2.9992(10°/ T°))/10°] Eq. 5

The value of k, for evaporation at the ocean surface, is poorly constrained, as it depends both on the
molecular diffusivities D of the different water isotopologues in air, and on turbulence in the boundary
layer at the ocean surface. The usage of £ is inconsistent in the literature: it is often referred to in terms
of a pure theoretical diffusivity fractionation factor, ouier, following Merlivat and Jouzel [1979]: with k
= ouitr — 1 = D/D* where D and D* refer to the molecular diffusivity in air of the light and heavy
isotopologues, respectively. However, o 1s also used to describe the combination of diffusion and
turbulence (e.g., [Cappa et al., 2003; Barkan and Luz, 2007; Uemura et al., 2008; Luz and Barkan,
2010; Uemura et al., 2010], in which case oqir = [D/D*]", where n is a parameter that ranges from 0
(complete turbulent diffusion) to 1 (pure molecular diffusion). To avoid confusion, we use “ogirand
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2aie to refer to the theoretical values for oxygen-18 and deuterium fractionation for pure molecular
diffusion, and "o*gg and *o*gg to refer to observed, effective diffusivity fractionation factors that
account for both diffusion and turbulence. Thus ks = "*o*gr—1 and kp=*o*gi— 1.

In GCMs, k is normally parameterized following Merlivat and Jouzel [1979] (hereafter MJ79),
who determined k as function of 10 meter wind speed (u1om) based on wind tunnel experiments by
Merlivat [1978b] and on the theoretical evaporation model of Brutsaert [1975]. In simpler isotope
models, the value of & is generally held constant, since changes in wind speed cannot be explicitly
accounted for [Gat, 1996; Cappa et al., 2003]. Here, we also assume that k& is constant, following
KCO03. We use values based on recent isotopic measurements from water vapor samples collected over
the Southern Ocean by Uemura et al. [2008; 2010]. The initial value of '*o* gir reported by Uemura et
al. [2010] was 1.0083 = 0.18 (lo), determined by minimizing the root mean square error (RMSE)
between calculated and observed 0'°0 and ''0 data. Later, the '*a*gir value was updated to 1.0096
by Luz and Barkan [2010], to account for the difference of '"Ocycess in seawater with respect to
VSMOW of -5 per meg. This value provides the current best estimate of kinetic fractionation during
evaporation over the open ocean, where the influences of turbulence are inherent in the measured
value. To calculate kp, we use the relationship of the diffusivities @gisr (for 6D and 5180) = ln(zadiff
YIn(Pagir) = 0.88 from Merlivat [1978a]. Note that our values for k5 (0.0096) and kp (0.0084) are
considerably greater than those used by KCO03 (k5 = 0.006 and kp =0.00528). To determine k7 we use
the ratio of the experimentally derived molecular diffusivities ¢gisr (for 570 and 6"°0) = In(" o
YIn(**oier) = 0.518 from Barkan and Luz [2007], which gives k17 = (kig+1)°°'* =1 = 0.00496.

For the condensation of precipitation, the isotopic fractionation of rain droplets is assumed to occur
under equilibrium conditions and is calculated using the equilibrium fractionation factors from Horita
and Wesolowski [1994] (see Eq. 5 above). For the fractionation of water vapor during condensation
below freezing (the ice-vapor equilibrium fractionation values for Zoceq and lg(leq), we use values
obtained recently by Ellehgj et al. [2013] rather than the values of Majoube [1971] as used in KCO03.
The choice of equilibrium fractionation factors between Majoube [1971] and Ellehaj et al. [2013]
significantly influences dexcess, but has little influence on the sensitivity of '"Oexcesss for which the
equilibrium fractionation factors are given by the power law relationship of 17oceq = (lgoceq)o'szg.

Kinetic fractionation between vapor and ice during snow formation is calculated as:

Okin = Si /(1 + Oleg(0*4ifr)(Si —1)) Eq. 6

where §; is the supersaturation ratio over ice within the condensing air mass. The supersaturation ratio
with respect to ice is defined as (e/es; —1), where the water vapor pressure in the air is e, and ey; is the
saturation vapor pressure over ice at the temperature of the air. We use the formulation of Jouzel and
Merlivat [1984] where the supersaturation ratio is linearly related to the cloud condensation
temperature T,,nq such that S; = ¢ — FT ona (Teona in degrees Celsius). The coefficient ¢ represents the
initial supersaturation (e.g., 1.00 for 100 %) and F represents the temperature dependence of the
supersaturation ratio between total water (supercooled water droplets and vapor) and saturated vapor
pressure over ice. In the polar regions, the presence of ice particles in a cloud produce an environment
where vapor deposition occurs in supersaturated conditions with respect to ice (i.e., (e/e;; —1)x100 >
100 % ice saturation, which often occurs largely below water saturation (100 % RH)). For the same
temperature, the saturation vapor pressure over ice is less than over water, which results in the
preferential growth of ice crystals at the expense of supercooled water droplets. Due to extremely low
temperatures in Antarctica, droplet formation and subsequent freezing are unlikely, and thus the snow
is formed primarily through the mechanism of vapor deposition [Jouzel and Merlivat, 1984]. As
4

76



temperatures decrease, both the supersaturation with respect to ice and the ice nuclei concentrations
increase, providing more abundant deposition nuclei for ice to form directly from the vapor phase
[Wallace and Hobbs, 2006]. This diffusive process favors the preferential deposition of H,'’O onto the
ice particle, leaving the remaining vapor enriched in H,'®O relative to the global meteoric water line
(GMWL = 0.528). As ice deposition proceeds into the Antarctic interior, the '"Oeycess Of the vapor is
progressively lowered, eventually resulting in lower '"Oeycess Of the snow/ice particles. Once these
particles are deposited on the ice sheet surface, the process of sublimation is not thought to fractionate
isotopes [Neumann and Waddington, 2005].

As for k, the values for effective diffusion fractionation factors (o*4i¢r) during snow formation are
not well constrained. Jouzel and Merlivat [1984] assumed that the process of water vapor diffusing to
the ice crystal surface to form snow occurs under conditions of pure molecular diffusion. This
assumption was based on results from frost grown onto a cooling plate (—20°C) from room temperature
(20°C). However, this study was performed under conditions that did not control for the
supersaturation ratio and did not take into account the possible influence of turbulence during frost
formation. Recent work by Uemura et al. [2005] produced experimental conditions that are thought to
more accurately represent those of mixed clouds in which both vapor and supercooled water droplets
coexist. They also accounted for turbulence during snow formation. Their experiment produced lower
supersaturation ratios and suggested weaker kinetic fractionation than observed by Jouzel and Merlivat
[1984]. The supersaturation ratios determined by Uemura et al. [2005] for cloud condensation
temperatures of —13°C (S; = 1.165) and —18°C (S; = 1.221) are significantly lower than the estimated
value of Jouzel and Merlivat [1984] (S; = 2.00). Matching the supersaturation ratios determined by
Uemura et al.[2005] with the linear relation S; = ¢ — FT requires /' = 0.011 (given ¢ = 1). This is a
significantly greater value for F than is than is commonly cited in the literature [Petit et al., 1991,
Hoffmann et al., 1998; Schmidt et al., 2005; Landais et al., 2008; 2012b].

In the parameterization of oy, greater supersaturation (S;) values require a commensurate
reduction in the o*gifr value to produce reasonable values of oy, and still match isotopic data. The
results of Uemura et al. [2005] thus provide reason to question the assumption that the process of snow
formation occurs under purely molecular diffusive conditions, and implies that the effective diffusion
fractionation factors are lower than is usually assumed. Previous modeling studies, including KCO03,
have used the pure molecular diffusion values (|ogir = 1.0285) and Cowir = 1.0251) from Merlivat
[1978a].

To determine an optimal model value for "o* g, we evaluated the effect of different values of
Bo* g and S; on the spatial gradient in 17Oexcess, as observed in Antarctic snowfall [Schoenemann et
al., 2014]. Note that the coefficient F controls the temperature-dependence of S;, and therefore is most
relevant to the following sensitivity analysis, while ¢ is assumed to be at saturation (i.e., ¢ =1). For
calculating oy, during snow formation in the ICM, we tested a range of o* s values from 1.0096
(molecular diffusion with turbulence) to 1.0285 (pure molecular diffusion) with a range of F values
used in previous studies (F = 0.002 to 0.008), and then determined the corresponding change in
"Oexeess between —30 and —55°C (Table 1). The lower a*gg value is identical to the effective
diffusion fractionation value used over the ocean during evaporation (k3 +1 = 1.0096), and was
chosen as a plausible low-end estimate of turbulent processes within a cloud. Although any range of
diffusion fractionation factors between pure molecular diffusion and pure turbulence are possible in
principle, we found that the combination of low '®a* g values (e.g., 1.0096) and a high sensitivity of
supersaturation to temperature (e.g., F = 0.008) produced more realistic '’Ocycess gradients that were
also less sensitive to small adjustments in F (Table 1). Compared to the pure molecular diffusion value
("ogier= 1.0285) used previously by KCO03, our value ("*a*sir = 1.0096) represents a process that is
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approximately 35% diffusive, or in terms of the turbulence parameter n, a value of n = 0.34. As for £,
to calculate values of o* g we use the relationship of the kinetic fractionation factors given by @gigr =
0.88 from Merlivat [1978a] and confirmed by Luz et al. [2009], where *o*gir = (‘*o*qi0)*™*. We note
that the choice of ¢gier of 0.88 from Merlivat [1978a] or 0.52 from that of Cappa et al. [2003] has only
a minor effect on the results, lowering dexcess and dj, by only about 1 %o for even the most depleted
'O values.

2. Observational Data Sets

KCO03 examined two hypothetical water-vapor transport paths that both approach central East
Antarctica. The term “path” refers to a specified spatial distribution of climate variables, zonally
averaged over a particular geographic zone and timeframe, and is expressed as a function of latitude.
The first path (Path 1) is that used by Hendricks et al. [2000] which begins in the southern Pacific
Ocean, travels along the Antarctic Peninsula and crosses Antarctica from the west to the central East
Antarctic Plateau. The second path (Path 2) originates over the southeastern Indian Ocean and reaches
East Antarctica directly from the north, following the path taken during the 1990 International Trans-
Antarctica Expedition [Dahe et al., 1994]. We include Path 1 (not shown) and Path 2 in order to
ensure that our calculations are consistent with those of KCO03.

We define two additional transport paths that include a more representative spatial area for the
moisture source regions contributing to precipitation at Vostok (78.47°S, 106.87°E) and WAIS Divide
(79.47°S, 112.09°W). We use the reanalysis products from National Center for Environmental
Prediction/Department of Energy (NCEP/DOE) II ([Kanamitsu et al., 2002], hereafter referred to as
NCEP2) covering the period from 1979 to 2011 to investigate how the spatial and temporal variations
in the climate fields influence the seasonal cycle of modeled water isotopes. For the East and West
Antarctica sectors, the longitudinal ranges are based on the back trajectories derived from the
Lagrangian particle transport model FLEXPART results of [Sodemann and Stohl, 2009]. The East
Antarctic sector is similar to Path 2 used by KCO03, but rather than a single longitude, the “path”
comprises a broader longitudinal range from O°E to 120°E. The West Antarctica sector spans
longitudes between 70°W and 150°W. These longitude ranges are slightly narrower than the 16 range
given in Sodemann and Stohl [2009], but centered on the same mean moisture source longitudes
determined in that study for Vostok (~60°E) and Byrd (~105°W). The reduced longitude ranges should
not have significant consequences, since most climate parameters of the mid-latitude and polar oceans
are zonally fairly uniform. Both paths originate in the low-latitudes (27°S) and end at the latitude of
their respective ice core site (Figure 1). The low-latitude limit is identical to that used in KCO03, and
represents the average peak evaporation latitude band where moisture divergence is directed poleward.

The climate parameters required as inputs for the ICM are sea-surface/skin temperature (SST, in
°C), entire atmospheric column water content (mm), precipitation rate (mm a™'), evaporation rate (mm
a’"), and relative humidity (%). As no surface evaporation rate data are available for NCEP2, the latent
heat flux is used instead, converted to an evaporation rate using the latent heat of vaporization (2.26
x10° J/kg) over the oceans and the latent heat of sublimation (2.838 x10°J/kg, [Bromwich et al., 2011])
over the Antarctic continent. For simplicity of calculation we set the latitudinal boundary between the
latent heat of vaporization and sublimation at 73°S and 66°S, for the West and East path, respectively.
This simplification has little impact on the resulting evaporation rate calculations, and provides results
that are consistent with ECMWF ERA-Interim evaporation rates for the Southern Hemisphere. The
NCEP2 data are calculated as monthly averages for each parameter and then zonally averaged over
latitude and longitude for each respective path. Note that the zonal averaging tends to reduce the
meridional temperature gradients compared to that for a single longitude like that used for Path 2. In
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Figure 2 we show a seasonal average for austral winter (JAS) and summer (DJF), based on the monthly
reanalysis data, as an example of the range of climate variables with respect to latitude.

To evaluate the performance of the ICM, we compared the mean annual paths to a number of
Antarctic isotopic data sets that include mean annual dexcess and '’ Oeyeess Measurements. As in KCO3,
we used the 6'°0, D and dexcess data obtained from the 1990 International Trans-Antarctica Expedition
traverse that spans both West and East Antarctica [Dahe et al., 1994]. To obtain the dj, values, the
same 0'°0 and oD data are converted into the logarithmic form as proposed by Uemura et al. [2012]
and described in detail by Schoenemann et al. [2014] . To make direct comparisons with the West and
East Antarctic paths, we used select isotopic measurements from the Antarctic-wide compilation of
Masson-Delmotte et al. [2008] that were located within the respective West and East Antarctic sectors.
We only included the isotopic data (for 680, 6D, and duxcess) that had latitude, longitude, and
temperature information associated with them. For '"Oeycess, We used the compilation of present-day
measurements from Antarctic ice core sites from Schoenemann et al. [2014]. West Antarctic sites
include ""Oeycess from Siple Dome and WAIS Divide; coastal East Antarctic sites include D57 and
Taylor Dome, and interior East Antarctic sites include Dome F, Dome C, and Vostok (Figures 2 and
3). We use the difference in the '"Ocycess between the marine-influenced sites and the East Antarctic
plateau to define the spatial gradient in '"Oexeess. The decrease in '"Oeyeess is 24 to 33 per meg, for a
change in 0'°0 from —33.8 %o (WAIS Divide) to —56.5 %o (Vostok) [Schoenemann et al., 2014]. For
ICM comparisons with the seasonal dexcess and '"Oexeess variability at Vostok we use the event-based
precipitation data from the study of Landais et al. [2012a], and for WAIS Divide we use '’ Ocycess data
we obtained from water samples provided by S. Rupper, from the Satellite Era Accumulation Traverse
(SEAT) 2011-3 firn core (latitude: 78°43.7'S, longitude: 114°43.9°W), using methods described in
Steig et al.[2014]. All ""Ocycess values are normalized to the VSMOW-SLAP scale as in Schoenemann
et al. [2014]. Note that some earlier studies did not normalize to VSMOW-SLAP and therefore the
values presented here will be different from the previously published data.

3. Model Calibration and Application

Here, we use the same climate paths as in Kavanaugh and Cuffey [2003] to calibrate the updated
ICM and to compare with results from the annual-averaged East and West paths. To aid in the
interpretation of dexcess and provide an additional isotope constraint, we include the natural log
definition of dexcess, denoted djy,, defined by Uemura et al. [2012] as:

djp = In(6D+1) — (-2.85 x 107 (In(6"*0+1))* + 8.47(In(6"*0 +1)) Eq. 7

To calibrate the ICM to the isotopic data there are five tunable parameters that can be adjusted, for
each isotope ratio of interest. These are: the ocean surface water isotopic composition at the low-
latitude limit, the initial 9'*0, 6'’0 and dD composition of atmospheric vapor (calculated in the ICM
from assigned values of the average isotopic composition of precipitation), the fraction of high-latitude
eddy diffusive transport (f;), and the cloud supersaturation coefficients ¢ and /. We keep the oceanic
surface water isotopic composition at 0 %o with respect to VSMOW for all the isotope ratios, but this
can be varied to reflect glacial-interglacial changes or localized source conditions. The atmospheric
60, ¢'70, and JD for the low-latitude limit are calculated (accounting for surface »4 and SST) from
the 6'°0, dexcess, and '"Oexcess from prescribed values of precipitation. The values used here for the
precipitate composition are the same as in KC03 for 6'°0 = —3.0 %o, 0D = —14.0 %o, and deycess = + 10.0
%o, and we use the value of '"Oeycess = 33 per meg from the compilation of meteoric waters by [Luz and
Barkan, 2010]. We back-calculated the 6'’0 = —1.552 %o based on the '"Oexcess and §'°O precipitation
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values above. We set the ratio of high-latitude eddy-turbulence to advective transport (f;) to be 0.65
following KCO3.

The coefficients of cloud supersaturation (¢ = 1.04 and ¥ = 0.003) determined by KCO03 were based
on tuning to match Antarctic isotopic data using the older fractionation factors and therefore are no
longer consistent with the updated equilibrium and kinetic fractionation factors described in the Model
Updates section. To determine new best-fit supersaturation values of ¢ and F, we use the Path 2
climate inputs and observational data. We emphasize that the supersaturation fit is dependent on the
choice of molecular diffusivities during snow formation (discussed earlier); however, any combination
of diffusivities and supersaturation coefficients chosen must reproduce the present-day spatial gradient
of ""Oexcess and still be consistent with dexcess and dj,.  Because KCO03 did not include '"Oexcess, we first
compare the updated Path 2 dexcess and dj, with the isotopic measurements of Dahe et al. [1994] and the
original KCO03 results. In order to improve the agreement between the ICM and data, the coefficients
for the supersaturation function (¢ and F) are tuned to visually fit both the dj, and dexcess data. Recall
that the value of ¢ controls the magnitude of the initial supersaturation (i.e., the intercept) and therefore
adjustment of c is typically set at 1.00 (i.e., 100% saturated) [Landais et al., 2008; Luz and Barkan,
2010; Steen-Larsen et al., 2011; Landais et al., 2012a; 2012b]. As recommended by Kavanaugh and
Cuffey [2003], to evaluate the goodness-of-fit of the ICM, we compare the water isotope parameter of
interest (dexcess, dim  Oexcess) to the total distillation (for which 6'%0 is a proxy), rather than to external
variables like 7 or latitude (Figures 3 and 4). The best model-data agreement for both dexcess and d,
occurs when using a high sensitivity of supersaturation to temperature where F' = 0.01, when ¢ = 1.0

We then use ¢ = 1.0 and F = 0.01 determined from above to calibrate '"Ocycess. When we use such
a value of F for "Oexcess in Path 2, the spatial gradient for T 0excess 18 greatly overestimated. Next we
tried progressively lower values of F to improve the '"Ocyces—data fit. We found that a lower
sensitivity (still relatively high) of F = 0.007 better fits the '"Ocycess data. To reconcile the difference
between the two possible values of F an average could be taken; however, because the slope of '"Oexcess
is considerably more sensitive to F than that for deycess, We choose to use ''Oexcess as the primary
benchmark for the tuning of supersaturation.

While the use of S; = 1.00-0.0077 does not produce a sufficient depletion of §'°0 relative to dexcess
and dj,, the mean annual dexcess (di;) value at the end of the Path 2 remains within the upper bound of
the measured isotopic values (Figures 3 and 4). The somewhat different best-fit value of F for T 0excess
and dexcess (OT djy) 1s not ideal, and suggests an incomplete understanding of the relationship among
supersaturation, temperature, and isotope fractionation. However, these results also highlight the
added benefit of having '"Ocxcess as an extra constraint on the ICM that was not available to KC03. To
our knowledge, this is the first time that Oexcess has been used in tandem with deycess and dj, to
constrain the supersaturation coefficients and the relationship between supersaturation and molecular
diffusivities.

The ICM results acquired by using the NCEP2 reanalysis data for the mean annual East path using
the same model tuning parameters of ¢ = 1.0 and F' = 0.007 are then compared to the calibrated Path 2.
To better evaluate the model-data fit for the East and West path dexcess and dj,, we include additional
isotopic observations from Masson-Delmotte et al. [2008] specific to each path that provide much
greater spatial coverage in 0'*O—dexcess Space than the data set for Path 2 used previously from Dakhe et
al. [1994] (Figure 4). Compared to the Masson-Delmotte et al. [2008] data, the East path dexcess and diy
are more enriched relative to the depletion of §'°O than for Path 2. Both the East path and Path 2 mean
"Oexcess values in coastal Antarctica are higher than observations, but the East path produces a lower
spatial gradient in '"Oeycess that better matches the coastal-to-interior change in '"Oexcess data (Figures 3
and 4). Adjustment of the initial '"Opycess precipitation value at the low-latitude limit could improve the
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model-data offset, but the '"Ogycess value must also be consistent with the surface relative humidity.
Here we have offset the entire NCEP2 relative humidity field (4 + 10%) to be in agreement with the
relative humidity values as used in KCO03, which also produces closer equilibrium between the model
"Oexcess and surface rh. Comparison of the West path with '"Ocxcess measurements in coastal/West
Antarctica confirms a similar positive '’Oeycess 0ffset between the ICM and data as found for the East
path (Figure 4).

4. Results: Numerical Experiments

We use perturbation experiments to investigate the sensitivity of '’ Oexcess, dexcess and dj, to relative
humidity and sea surface temperature changes. The results obtained by adjusting relative humidity or
surface temperatures (ocean and ice sheet) are compared to the results for the mean annual climate of
the West and East paths. We employ the insights gained from these model perturbation experiments to
evaluate results from seasonal cycle experiments.

4.1 Relative humidity

The relative humidity in the boundary layer at the ocean surface controls the moisture gradient
between the ocean surface and the overlying unsaturated vapor, which determines the molecular
diffusive transport of water isotopes from the saturated surface layer to drier atmospheric air. Increases
in rh will reduce the importance of kinetic fractionation, lowering dexcess, din and ' Oexcess ([Merlivat and
Jouzel, 1979; Barkan and Luz, 2007]. Additionally, dexcess and dj, in marine vapor is controlled by the
SST through the temperature dependence of o..q (Which should not to be confused with the temperature
dependence of 72 on SST). Based on a global-scale closure assumption, the isotopic model of Merlivat
and Jouzel [1979] predicts a relationship between dexeess in vapor with 74 of —0.43%0/% and SST of
0.35 %0/°C. While this estimation is useful for understanding the relationship between dexcess and ocean
surface conditions, the effects of wind speed on evaporation and the subsequent process of
precipitation and snow formation in the polar regions complicates the interpretation of dexcess In ice
cores as a source region proxy [Petit et al., 1991; Vimeux et al., 2001a].

To investigate the effect of relative humidity changes on '"Oexcess, dexcess, and dj,, we apply both a
global reduction and a global increase of 5 and 10% in relative humidity. No other changes are
imposed in the model. We perform the experiments for both the East and West path to determine if
spatial differences in ocean surface conditions influence the sensitivity of the isotope parameters. In
KCO03, the relative humidity field was linearly related to the SST field, where A= 0.9 — 0.0057 with T
in °C. Here, we use the relative humidity field derived from the monthly mean annual NCEP2
reanalysis data for each respective path. Note that in the ICM the relative humidity field is considered
only during evaporation (i.e., only over the ocean with a SST cutoff of —3.6°C). For the East path the 5
and 10% reductions in relative humidity result in uniform increases of '"Ocycess OVer the ice sheet of 8
and 15 per meg, respectively, while an increase in relative humidity has an equal and opposite effect
(Figure 5). Over the ocean, the 0 excess response increases moderately with latitude from the initial
source region for both the East and West path, reaching “equilibrium” in the mid-latitudes (45 to 60°S)
(Figure 5). Our calculations for the East path produce a sensitivity of '"Ocycess to relative humidity of —
1.4 per meg/% over the mid-latitude region, which increases slightly to —1.5 per meg/% over the ice
sheet. For the West path, reductions in relative humidity of 5 and 10% produce '"Oexcess Values that
increase by 7 and 14 per meg over the ice sheet. The sensitivity of '"Oeyeess to relative humidity is
therefore only slightly lower than for the East path; —1.2 per meg/% and —1.4 per meg/% for the ocean
and the ice sheet, respectively. These values are somewhat higher but reasonably consistent with
previous (Single Column Model-based) estimates of —1.0 per meg/% from Risi et al. [2010].
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The global 5 and 10% reductions in relative humidity produce similar patterns of response for
dexcess and dj,, with mostly spatially uniform increases in both parameters. As for 17Oexcess, the response
N dexcess and djy 1s slightly greater for the East path than West path. Calculations for the East path give
a sensitivity of dexcess to relative humidity change of —0.50 %o0/% over the ocean and —0.53 %0/% over
the ice sheet. For the West path, the dexcess Sensitivity is lower over the ocean (—0.42 %0/%) and ice
sheet (—0.49 %0/%). Contrary to dexcess, the response of dj, to the change in relative humidity gradually
increases between the mid-latitude ocean and ice sheet. This is true for both the East and West path.
The dj, sensitivity is —0.58 %0/% over the ocean (45 to 60°S) and —0.77 %o/% over the ice sheet (78°S)
for the East path, and —0.49 %0/% and —0.63 %0/% for the West path (80°S). The isotopic sensitivity of
dexcess to the prescribed relative humidity changes is similar to the results of KC03 who obtained an
average value of —0.4 %0/% despite using different relative humidity fields.

4.2 Surface Temperature
Spatial Variation of Isotopic Sensitivity

We use the ICM to examine the isotopic response A('’Oexcesss dexcess and dj,) to local climatic
temperature change AT at the site of interest (i.e., the ice core sites: Vostok and WAIS Divide) on the
ice sheet. The isotopic response to temperature has been shown to depend on geographic location,
with smaller responses at the continental margin and larger responses in the interior [Hendricks et al.,
2000; Kavanaugh and Cuffey, 2003]. We designed four simple experiments. The first two experiments
applied a global + 5°C change to the surface temperature field; hereafter referred to as experiments
Minus5 and Plus5. For these experiments a + 5°C change was applied to the high-latitude core site
(78°S and 80°S for the East and West path, respectively) with a magnitude that diminished to 0°C at
the low-latitude limit as shown in Figures 6a and 6b. We refer to these experiments as Minus5-0 and
Plus5-0. This design mimics the effects of polar amplification, where the high latitude sites warm or
cool considerably more than the mid to low-latitude regions. To isolate the effect of surface
temperature we hold the relative humidity field constant, and P and E are unchanged. Note that if the
rh is constant, then the water content w must be allowed to adjust to the temperature change.

The results for the East and West path are shown in Figure 6. The top panel shows the prescribed
change in temperature for each path, the solid lines represent the cooling or warming over the entire
model domain (Minus5 and Plus5 experiments), and the short-dashed lines for the Minus5-0 and
Plus5-0 experiments. We calculate the temporal (i.e., not spatial isotopic gradients) isotopic
sensitivity, defined as y = 86/0T (as in KC03), for y5'°0, y'’0, ydys and yd,, over the entire model
domain for both paths. Note that in Figure 6 we truncate the latitudes, displaying only 40°S to 80°S to
focus on changes in the mid-latitude source regions and Antarctic continent.

The isotopic sensitivity, y6'°O, displays the characteristic response of increasing sensitivity toward
high latitudes for both the East and West paths, with a stronger sensitivity for the East path. In general,
the Plus5 and Minus5 experiments produce a nearly identical y over the ocean regions for each isotopic
parameter, with the main differences in sensitivity occurring over the ice sheets. For the East and West
path, the response of y5'°O is higher when the equator-to-pole temperature gradient is altered (dashed
lines), producing similar isotopic sensitivity for both increases (Minus5-0) and decreases (Plus5-0) in
the temperature gradient. The major differences in isotopic sensitivity between the East and West path
occur for "Ogyeess anNd dexcess:  FOr '"Oexeess, the response of y'’O is anticorrelated with y5'°O for the
West path throughout the model domain, while for the East path y'’O switches from anticorrelated to
positively correlated southward of ~75°S. In Figure 6e, the near overlap of the solid and short-dashed
lines for both sets of experiments indicates the dominance of site temperature (through the
temperature-dependent parameterization of supersaturation, S;) in controlling the response of Y 0excess
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for the East Path. This is not the case for the West Path, which suggest that ice-vapor kinetic
fractionation plays a weaker role in West Antarctica, where temperatures are generally higher. The
larger y'’O for the colder experiments (Minus5, Minus5-0) for the East path is also indicative of the
strong effect of kinetic fractionation on '"Oeycess in extremely cold conditions. At Vostok, y'’O reaches
values of 4.5 per meg/°C for the cooling experiments, while at WD the average y''O is about —1 per
meg/°C. The relatively constant and minimal mean y”OexceSS (—0.44 and —0.28 per meg/°C) for both
the East and West paths over the oceans indicates that '"Oeycess is less sensitive to changes in ocean
surface temperatures than relative humidity, as expected from the very low theoretical sensitivity of
"Ocxeess to temperature during evaporation [Barkan and Luz, 2007; Landais et al., 2008].

In the case of dexcess and d,, the isotopic response to a given change in temperature over the ocean
is opposite in sign to that of '"Ocycess. That is, colder sea surface temperatures cause lower dexcess and
di,. The magnitude of the response of dexcess and dj, to a given change in temperature for the Plus5 and
Minus5 is ~0.38 %0/°C over the ocean. The sensitivity to temperature is lower for both the Plus5-0 and
Minus5-0 experiments (dashed lines), with average values of 0.21 %o/°C for ydyxs and 0.11 %0/°C for
vdp. Despite the differences in surface temperature gradients between the Minus5-0 and Plus5-0
experiments, ydxs and yd;, do not begin to diverge from one another until ~60°S for the West path and
~55°S for the East path. The ydys and yd;, remains positive for the entire West path, while for the East
path ydys becomes anticorrelated midway into the interior (~75°S), and more strongly so for the colder
experiments (Minus5 and Minus5-0) (Figure 6g ). In Figure 6i and 6j, the dashed lines demonstrate
that the dj, response is small if only the poles are cooled, and that only when changes to SST occur
across the entire domain is there a consistent and large response. Figure 6 shows that for all the
isotopic parameters, the isotopic sensitivity increases toward the interior of the continent, with an
opposite sign of sensitivity for '"Ocycess and dexcess between the East and West Antarctic interiors. The
sensitivity increases by approximately a factor of two for 0'°0, deycess and dj,, and by a factor of three
to four for '"Oeycess, in going from the mid latitudes towards the interior of the continent. For most of
the temperature perturbation experiments, the isotopic sensitivity is comparable to the present-day
isotopic spatial gradients for East and West Antarctica. This differs from the results of KC03, who
found isotopic sensitivities that were significantly larger in the interior of the continent than the
isotopic spatial gradient.

4.3 Annual Cycle at WAIS Divide and Vostok

The aim of this section is to estimate the magnitude of the seasonal cycle in 17Oexce55, dexcess, and di,
for both Vostok and WAIS Divide using the ICM. We examine the temporal and spatial variation of
isotopic sensitivity by using the monthly averaged reanalysis data for the West and East Antarctic
sectors. In KCO03, the location of a given ice core site in the model was determined by matching the
modeled ¢'*0 composition to the observed mean annual 6'°0, and any changes at the “site” were
relative to the original model 6'*0 site composition. To examine the seasonal cycle at Vostok and
WALIS Divide, we choose instead to use the actual model latitude of the ice core site rather than the
model 6'°0O site composition. This is done in order to directly compare the model latitudes with the
identical latitudes of the NCEP2 reanalysis climate variables. While this results in mean isotope values
slightly lower than actually observed at the real WAIS Divide and Vostok sites, it does not affect
interpretation of the results. For the East path and West path, the maximum model latitude is ~78°S and
~80°S respectively. When we refer to “Vostok” and “WD,” the site locations represent the final
trajectory of each path in the ICM.

In the following sections we compare the model isotope results to surface temperature for direct
comparison with observational data sets. It should be noted that the condensation temperature
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determines the degree of isotopic distillation in the model, which is derived from the surface
temperature field. The condensation temperature is given by a static atmospheric lapse rate of 6°C/km,
for a height of 1 km, which was chosen by KCO03 as representative of the average height of precipitate
formation, and is approximately equal to the 850 hPa temperature height used by other Antarctic
precipitation studies [Schlosser et al., 2008]. Adjustments to the atmospheric lapse rate are not
explored in this work, but are worth considering in future experiments. The ICM is parameterized to
produce an inversion layer for both East and West Antarctica, the magnitude of which linearly depends
on the surface temperature and is designed to generally match inversion temperature observations from
East Antarctica (Figure 7g and 7h). Note that for both paths, the ICM monthly surface temperatures
are slightly elevated with respect to the NCEP2 reanalysis 2.5 x 2.5 grid cell enclosing the site
location due to the zonal sector averaging (Figures 1 and 8). This may cause an underestimation of the
actual isotopic seasonal cycle for the investigated sites.

Seasonal Cycle of 6"°0 and Temperature at Vostok (East Path)

Results for the East path indicate a strong seasonal cycle in 6'°0 with a peak-to-trough range of
~25 %o for Vostok. The amplitude of the 0'°O cycle is comparable to seasonal measurements from
Vostok station that range from —50 %o to —67 %o during the months of March through October
[Landais et al., 2012a]. The ICM also reproduces the amplitude of annual variability of 6'°0 (£8.2 %o,
16) reasonably well compared to Vostok seasonal measurements (5.2 %o, 16). The 6'°O seasonal
cycle produced by the ICM generally follows the monthly NCEP2 prescribed temperatures. The ICM
predicts the lowest 0'°O values during the months of September and October, rather than during the
conventional “peak” winter season (JAS) (Figure 8). An important aspect of these results is that the
0'*0 in the ICM does not solely track temperature as would occur in a simple Rayleigh-type
distillation model. Rather, the ICM is influenced by moisture availability from evaporative recharge
along the transport path. The lowest 0'°0 values during the months of September and October
correspond to a minimum in water content and precipitation, and maximum in sea ice concentration,
which in tandem with the cold temperatures produces the more depleted 0'*O.

Figure 9 shows a plot of the relationship of the model §'°0O and model surface temperature,
indicating a significant linear relationship (R*= 0.91) between 6'°O and surface temperature (Ad'*O/AT
= 0.89 %0/°C). The ICM temporal slope is more than double that estimated from seasonal data at
Vostok (0.35 %0/°C) for a similar range of temperatures. This may suggest that the ICM is overly
sensitive to temperature for colder locations; note however that the Vostok seasonal slope is based on
less than a complete year of event-based precipitation measurements ([Landais et al., 2012a]) that do
not span a full seasonal temperature range, and therefore probably underestimates the full magnitude of
the seasonal cycle.

Seasonal Cycle of ' Oexeess for Vostok

Results from the ICM for Vostok produce a seasonal cycle in '"Oeycess that closely resembles the §'°0
seasonal cycle. The '"Opycess seasonal cycle has a large amplitude, from low values of —10 per meg in
September to peak values of 39 per meg in January, and a step-like profile with abrupt fall and spring
transitions (Figure 8). The strong intra-annual variability predicted by the ICM (x18 per meg, 10) is in
excellent agreement with the observed variability of Vostok seasonal '"Oeyeess (£18 per meg, 1o),
although the mean annual ICM value of 10 per meg overestimates the average seasonal Vostok
"Ocxcess measurement of —6 per meg [Landais et al., 2012a]. Previous work by Landais et al. [2012a]
showed that '"Oeycess measurements at Vostok had a positive but insignificant relationship with
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temperature of 0.92 per meg/°C, R* = 0.25, which they attributed to variability in the source regions for
the event-based samples. Over a similar temperature range, the ICM results show a positive
correlation between ''Oexeess and temperature (2.1 per meg/°C) with much greater significance (R’ =
0.96) (Figure 9a). The strong positive correlation between '’ Ocycess and surface temperature should be
expected, as the primary control on '"Oeycess at very low temperatures (at least in the model) is the
temperature-dependent supersaturation parameterization during snow formation.

Note that we overestimate both the 0'*0 and '"Opxcess temporal isotope slopes by approximately the
same amount — a factor of two — compared with observations. However, as already noted, the
observations are limited and likely underestimate the full seasonal cycle. Additional field data from
Vostok and elsewhere in the East Antarctic interior would be useful. The model results suggest a
similar relationship between 6'°0 and '"Ogess to that observed. For Vostok, a strong positive
correlation is observed between the model '"Oeyeess and 0'°0 (2.1 per meg/%o, R = 0.94) (Figure 9c).
Landais et al. [2012a] also found the relationship between "Oyeess and 0'°0 data to be more significant
than that observed with temperature, with a similar sensitivity of (2.96 per meg/%o, R° = 0.78). The
relationship between '"Oeyeess and 6'°0 is also in good agreement with the interannual measurements
from Winkler et al. [2013].

The evolution of the '"Ocycess seasonal cycle for the East path displays some notable features. Low
"Oexcess values occur from April to October, tracking the long “coreless” East Antarctic winter,
interrupted by a small peak during the months of JJA (Figure 8). The '"Ocycess increase during JJA
coincides with the annual peak in local precipitation rate, and minor rises in water content and
temperature (Figure 7e and 7g, water content not shown). The same climatological conditions also
produce decreases in deycess and dj,, and enrichment of 0'°0. The lowest '"Oeycess value occurs in
September despite equally cold temperatures during the prior four months. During this interval, sea ice
concentration in the East path sector steadily increases to its peak concentration in September (Figure
10e) while precipitation at Vostok reaches a local minimum (Figure 7¢). These results suggest that the
model '"Ocxcess for the East path is primarily sensitive to site temperature, but with additional sensitivity
to changes in precipitation rate and sea ice concentration, consistent with the earlier GCM-based
results of Schoenemann et al. [2014].

In Figure 11, the monthly '"Oqycess model results are shown as a function of latitude for the East
path. In the annual average, the East path '"Ocycess Shows no latitudinal trend with the SST or relative
humidity over the ocean. The maximum seasonal range in '’ Oexcess OVer the mid-latitude source region
(37 to 52°S for Vostok, [Sodemann and Stohl, 2009]) is ~8 per meg, with the lowest values occurring
in austral summer and fall, and the highest values during austral winter and spring. The high 7 0excess
values during fall and winter coincide with lower relative humidity and cooler sea surface temperatures
(Figure 10a and 10e), which both contribute to raising '"Oeycess. Based on the modeled sensitivity of
"Oexcess to relative humidity and SST, the 2.5% maximum annual range in 4 can account for 3.5 per
meg of the annual variation, while the 3°C change in SST can produce no more than 1.5 per meg.
Over the East Antarctic sea ice region (~54 to 66°S), the greatest spatial variation in 0excess values
occurs for the winter and spring months, with decreases of 2 to 4 per meg, while summer and fall
months show no response. These results show that '"Oeycess is sensitive to the presence of sea ice,
particularly in the winter months during the greatest concentration. This supports the results of
Schoenemann et al. [2014], who examined the sensitivity of '"Ocycess t0 imposed changes in sea ice
boundary conditions in a GCM.
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Seasonal cycle of dexcess and dy, for Vostok

The dexcess and dj, seasonal cycle for the East path are nearly identical to one another, albeit with
slightly different magnitudes. Both have low values during the austral summer and peak values during
austral winter. The amplitude of the model dexcess S€asonal cycle is approximately 30 %o. This is in
reasonable agreement with the seasonal dexcess data from Vostok which range from 5 to 27 %o [Landais
et al., 2012a]. Comparison of the mean annual dexcess from the ICM (23 %o0) with the seasonal Vostok
measurements (18 %o) shows reasonable agreement, although the ICM values are higher than mean
annual dexcess Values from earlier Vostok ice core and snow pit (~15 %o) measurements [ Vimeux et al.,
2001b; Masson-Delmotte et al., 2008].

To characterize the temporal sensitivity of dexcess to both temperature and 5'°0, we plot them in
Figure 9. Over the temperature range of —35 to —60°C the dexcess Sensitivity to temperature is —
0.92%0/°C (R°= 0.77) and for §'°0 the negative correlation is even stronger (—1.17%0/%o, R’ = 0.96).
In comparison, the seasonal dexcess measurements at Vostok showed a negative but insignificant
correlation between dexcess and site temperature (—0.22%o/°C, R’ = 0.09). Landais et al. [2012a] noted
that despite the weak relationship with temperature, the lowest dexcess Value (5 %o0) was obtained during
a warm period in October, and the highest dexcess Values (24 and 27 %o) occurred during the coldest
periods of precipitation (May and August). Closer inspection of the Vostok seasonal dexcess data show
that the event-based precipitation samples appear much more correlated with §'°O than local
precipitation temperature, which Landais et al. [2012a] suggested was due to other non-local climate
parameters controlling the isotopic composition at Vostok [Landais et al., 2012a]. The relationship
between dexeess and 00 samples (—0.91%o0/%o) at Vostok is well captured by the climate-data driven
ICM, indicating that variations in the monthly climatologies produce concomitant anti-correlated
changes in deycess and 0'°0. However, our analysis of the controls on deycess sensitivity differs from that
of Landais et al. [2012a]; see Discussion.

Based on field measurements of water vapor over the ocean, evaporation of dexeess and dj, are
expected to be sensitive to sea surface temperature and relative humidity, with colder SSTs producing
lower dexcess (O dj,) and lower relative humidity resulting in higher dexcess (01 dj) [Gat, 1996; Uemura et
al., 2008; Risi et al., 2010]. These relationships can be examined in the spatial (e.g., latitude, 7, rh)
mean annual response and then used to compare the seasonal response of dexcess and dj, in the ICM.
We compare the East path results to water vapor measurements taken over a one-month (January)
transect of the Southern Indian Ocean by Uemura et al. [2008], who determined the spatial relationship
between deycess and SST to be 0.85 %o/°C (R = 0.55) over the latitudes of 35 to 65°S (=21 to 0°C). The
ICM mean annual dexcess Shows a dependency on SST of 0.24 %0/°C for roughly the same latitude and
temperature range (35 to 56°S, 18 to 0°C). The mean annual slope between rh and SST for 35°S
(22.5°C) to 56°S (0°C) in the NCEP2 data is —0.25%/°C, which can be converted to a dexcess/7 slope of
—0.96%0/%. In comparison, the sensitivity of dexcess Vapor to relative humidity from the study of
Uemura et al. [2008] is lower by a third (—0.61 %0/%, R° = 0.63). Based on the mean annual East path,
the ICM produces results that are generally similar to the evaporative closure assumption model of
Merlivat and Jouzel, [1979], where the simple Rayleigh model predicts dexcess/7/ relationship of —
0.43%0/% and dexcess/SST relationship of 0.35%0 /°C). The A(dexcess)/A(rh) value also compares well
with the —0.38%0/% value from the study of Risi et al. [2010]. These spatially derived relationships
between mean annual dexcess-SST and dexcess-74 provide context for the expected magnitude of seasonal
dexcess Changes.

In Figure 12, the seasonal dexcess and dj, model results are shown as a function of latitude for the
East path. The seasonal spread in dexcess and dj, over the mid-latitude source region for the East path is
quite small (of order 1 %o), with higher values during austral winter (June and July) and lower values
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during the austral spring (September, October and November), and average values during austral
summer and fall. For the East path, the largest variability in seasonal dexcess and dj, occurs over the sea
ice zone (54 to 66°S), where most dexcess and dj, values are highest during the months of greatest sea ice
concentration (June through October), but the magnitude of change relative to the mean annual East
path is a nominal 1.5 %o for both dexcess and dj,. In Figure 12, it is apparent that by the time dexcess and
dj, precipitation reaches the edge of the East Antarctic continent (~66°S), the seasonal variability in
SST, relative humidity, and evaporation have had a minimal impact on the isotopic composition, where
the annual range in dexcess and dj, is 1.5 to 3.3 %o and 9.8 to 11.8 %o, respectively. These minor
seasonal variations in dexcess and dj, at the coastal margin of Antarctica indicate that the effect of annual
variability in source region climate parameters is relatively negligible, suggesting that coastal locations
should have a damped seasonal cycle compared to interior sites.

Seasonal Cycle of 0"°0 and Temperature at WAIS Divide

In Figure 7, we show the annual cycle in surface temperature, evaporation rate, precipitation rate,
and relative humidity for the 2.5° x 2.5° grid cell that includes the location of WAIS Divide from the
NCEP2 reanalysis. The monthly values in surface temperature, 5"%0, "Ocxcesss dexcess, and di,
determined from the ICM for the West path are shown in Figure 8b. For the West path, the ICM
produces a seasonal cycle in 0'°0 with a peak-to-trough amplitude of 7.0 %o, which underestimates the
observed seasonal cycle at WAIS Divide by about 25%. The standard deviation of the seasonal
variation in 6'°0 (2.3 %o, =1c) for the West path is roughly half that of the East path, despite the
similar standard deviations in temperature (West Path, 8.1 °C, +15) and (East Path, 10.5°C, *1c). For
WD, the ICM predicts a mean annual §'°0 value of —33.46 %o which is an excellent agreement with
measurements of surface snow from WD (—33.8 %o) [Schoenemann et al., 2013; Steig et al., 2014].
Based on the NCEP2 reanalysis, the West path mean annual surface temperature is —26.8°C of WD,
which agrees reasonably well with the mean annual temperature of —28.5°C for the ice core site [Orsi
et al.,2012]. The results displayed in Figure 9b show that over an annual cycle, the West path 6'°0 is
significantly correlated with surface temperature (Ad'*O/AT = 0.27 %0/°C, R*= 0.94). The sensitivity
of 0'%0 to temperature for the West path is considerably lower than for the East path, which is likely
the result of the very different climatologies between West and East Antarctica (e.g., higher
precipitation rate, water content, and surface and condensation temperatures).

Seasonal Cycle of ' Oexcess for WAIS Divide

The ICM seasonal cycle in '"Oecess for WD displays a step-like behavior, unlike the more
sinusoidal shape of temperature and 6'°0 (Figure 8). Low ''Ocess Values are predicted during
December and January, and then during the months of February and March a rapid transition to higher
values occurs, which remains fairly constant from April to October before decreasing abruptly in
November back to summertime levels. The peak-to-trough amplitude of the seasonal changes in
"Oexcess 15 12 per meg. The relatively constant '"Opycess during AMIJASO despite the progressively
colder temperatures and more depleted 'O is noteworthy because it indicates that '"Oeycess at WD
might be more sensitive to shifts in the onset/termination of sea ice rather than to changes in site
temperature alone, as suggested by Schoenemann et al. [2014]. An unexpected finding is that the
model 6'°0 and '"Ocycess are negatively correlated for WD (—1.7 per meg/%o, R’ = 0.85), with high
"Oexcess values during austral winter when 6'°O is more depleted (Figure 9b and 9d). This is contrary
to the positive correlation between 0'°0 and '"Ocycess Observed at Vostok [Landais et al., 2012a]. The
seasonal 'Oeyeess-0' O relationship simulated for WD is more similar to measurements from NEEM,
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Greenland. Firn core measurements of 0'°O, dexcess and ' Oeycess Spanning three annual cycles at NEEM
gave a temporal ' Oeyeess-0 O slope of —1.44 per meg/%o (R> = 0.28) [Landais et al., 2012b].

The monthly Y Oexcess Tesults for the West path are plotted as a function of latitude in Figure 11b
and 11c. Like the East path, the West path mean annual '"Ocxcess Shows no obvious latitudinal trend
with SST or relative humidity over the ocean. Over the mid-latitude source region (45° to 54°S for
WD/Byrd [Sodemann and Stohl, 2009]), the maximum seasonal variation in '"Oeeess is ~3 per meg,
less than half that of the East path, yet the response of higher '"Oexcess during austral winter/spring
remains. The greatest variability in '"Ocxeess OVer the ocean occurs in the sea ice zone, where
wintertime '"Oexcess Values drop sharply by ~4 to 5 per meg coincident with relative humidity increases
(Figure 11c and 13c).

Annual Cycle of dexcess and dy, for WAILS Divide

The modeled monthly mean dexcess Values for precipitation for WD are plotted in Figure 8. In
contrast to Vostok, the peak-to-trough amplitude of the dexcess S€asonal cycle for WD is considerably
smaller, only 3 %o (note the scale differences between East and West path in Figure 8). The standard
deviation of the seasonal cycle is 1 %o for WD, which is lower than other model simulations for
marine-influenced sites [Helsen et al., 2007; Schlosser et al., 2008]. Despite the low seasonal
amplitude, the mean annual dexcess Value for WD is 2.6 %o, which agrees well with the surface snow
value (2.6 %o) and the past 2 kyr average of the WD ice core (3.3 %o) [Schoenemann et al., 2014].

The course of the seasonal cycle for WD exhibits a different character than Vostok. The ICM
results give a broad peak in March that lags the maximum peak in 6'*0 and a second local maximum
during October. The WD dexcess Values decrease steadily from March, reaching a minimum during
JAS, which coincides with the coldest source region SSTs and the peak in sea ice concentration. The
strong sensitivity of dexcess to temperature-dependent equilibrium fractionation is well expressed in the
plot of monthly dexcess Versus latitude, where dexcess Values track the latitudinal gradient of colder SST
(Figure 13a). Over the ocean, particularly in the mid-latitudes, the monthly dexcess Values also appear to
reflect warmer and cooler sea surface temperatures, with more positive dexcess Values during the
summer and fall than during the winter and spring.

The modeled annual cycle and amplitude for d, is nearly identical to that of dexcess, €Xcept with an
offset in the mean values (due to the logarithmic definition). Comparisons of dj, with dexcess Show that
both definitions produce a double-peaked annual cycle, which is not apparent in the '"Oexcess annual
cycle. Review of the latitudinal structure of dj, compared to dexcess demonstrates the reduced sensitivity
of dj, to equilibrium fractionation. Although they both show a negative trend over the ocean the
sensitivity of mean annual dexcess to temperature (0.32 %o/°C) is three times greater than for dj, (0.10
%0/°C) (Figure 13). Comparison of the dexcess-d O and dj,-0'°O relationships at WD show no
significant correlation between dexcess (0 diy) and 'O (Figure 9). In fact, the temporal slope of
A(dexcess)/A(0'°0) is only slightly negative (—0.07 %o/%o, R* = 0.16), while the temporal slope of
A(dp)/A(6™0) is nearly zero (0.02 %0/%0 R* = 0.03). The lack of a strong response of dexcess and dj, to
0'%0 at WD is comparable to seasonal measurements from Greenland where no relationship between
dexcess and 6'°0 was observed (0.015, R* = 0.00) [Landais et al., 2012b].

5. Discussion

The results of the revised intermediate complexity model confirm the strong positive correlation
between '"Oexcess and 0'°0 observed in the seasonal precipitation samples from Vostok. The
reasonably good agreement between the ICM results and measurements at Vostok show that this novel
modeling approach can capture the annual isotope evolution and amplitude, and therefore can be
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applied to other ice core sites. In this case, we have applied the model to study the isotopic response
for moisture transport to the WAIS Divide site. Without tuning the ICM to match West Antarctica
mean annual 6'°0 or '"Oeycess data, the ICM produced a typical §'°0 annual cycle for WD, but an
opposite seasonal cycle in '"Ocycess than for Vostok, and of considerably smaller magnitude (~12 per
meg). The anticorrelated relationship predicted by the ICM between '"Oexeess and 6'°O for WD is
similar to the relationship for seasonal measurements from NEEM, Greenland, which has similar
climate conditions to WD, but the seasonal amplitude simulated for WD is much lower than at NEEM
[Landais et al., 2012b]. In the following paragraphs we discuss the possible mechanisms for the
similarities and differences between Vostok and WD in the modeled isotopic response with a focus on:
annual variability, effects of kinetic fractionation during snow formation, evolution of the seasonal
cycle, sea ice concentration, and spatio-temporal isotope sensitivity.

Annual Amplitudes and Isotopic Variability

Comparison of the modeled '"Oeycess seasonal cycle to direct measurements has been possible for
Vostok; however, there are no published seasonally resolved measurements of '"Oeyeess from West
Antarctica to date. Here we include preliminary, unpublished '"Ocxcess measurements from a shallow
firn core (SEAT 2011-3) from the WAIS Divide region (78°43.7°S, 114°43.9°'W). The data include
~350 individual samples (not replicated) from the upper ~7 m of the core measured on a Picarro 2140i
water vapor analyzer using laser spectroscopy (see [Steig et al., 2014] for methods and measurement
precision). We use these data in order to make comparisons with the West path ICM results. It is
important to note that additional replicates and data quality control are pending which may affect the
following results. The mean of the seasonal firn core '"Opycess data is 31 per meg and is in excellent
agreement with the annual average WAIS reference water value of 28 per meg (via IRMS), both of
which are lower than the mean ICM value of 44 per meg. Despite the close model-data agreement for
seasonal variability at Vostok, the standard deviation of annual cycle amplitude simulated by the ICM
for WD (4.7 per meg, +1c) underestimates the variability observed in the West Antarctic firn core
(11.6 per meg, x1c). We identify a similar model underestimation of the dexcess and 6'°O annual
amplitude (1.01 %o and 2.28 %o, +1c) compared to the firn core (1.97 %o and 3.19 %o, *lo,
respectively). The effects of isotopic diffusion on damping the annual amplitudes have not been
accounted for in the above firn core values, but such effects will bias the estimates of variability low.
The annual amplitudes of '"Ocxcess aNd dexcess are strongly linked to the magnitude of variability
between 6'°0, §'70, and 5D, which in turn are dependent on the model boundary conditions (i.e., the
NCEP2 reanalysis). The model underestimation of the observed amplitude in '"Oycess and dexcess is due
to several smoothing effects due to temporal (monthly values) and spatial averaging (moisture source
area) of the NCEP2 reanalysis climate parameters. For West Antarctica, this smoothing effect may be
more significant since much of its precipitation is delivered by eddy-driven, cyclonic storms
[Connolley, 1997; Noone and Simmonds, 2002]. A further consideration is that the isotopic source
values used to initialize the model atmospheric vapor are held constant throughout the monthly
simulations. This effect appears to be important only at the low-latitude limit, where the model dexcess
and d, rapidly adjust to equilibrate with the monthly surface boundary conditions (Figures 12 and 13).
However, the explanations above should apply equally to the isotopic variability for both the West and
East path, therefore either spatial biases exist in the NCEP2 reanalysis between West and East
Antarctica or model parameterizations tuned for East Antarctica are inappropriate for West Antarctica
(see discussion below).
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Ice-Vapor Fractionation and Site Temperature effects on '’ Oexcess

Examining the East and West trajectories of '"Oeycess With respect to surface temperature provides
insight into the differences between the behaviors of '"Oeycess for the two sites (Figure 14). The large
amplitude 0 excess s€asonal cycle at Vostok is driven by the strong sensitivity of T 0excess 10 ice-vapor
kinetic fractionation effects at extremely cold temperatures. This is apparent in the steep decrease of
"Ocxeess values during the colder months (March — October) that commence around —35°C, where the
relative proportion of liquid-vapor equilibrium diminishes and the ice-vapor kinetic fractionation
begins to dominate (Figure 14). In the ICM the onset of the presence of ice vapor is given by the
critical temperature (Tcri¢). The fraction of ice to liquid vapor is determined by a linear mixing where
ice vapor is initiated at the critical temperature, in this case at —10°C, and the fraction of liquid vapor
diminishes until only ice vapor exists below —40°C. In most isotopic models, the range of critical
temperatures is between 0 and —10°C. Sensitivity experiments of adjusting T from 0°C to —10°C
result in delaying the onset of the kinetic effects, allowing equilibrium fractionation to continue over a
colder temperature range; further increasing ''Oexcess until the amount of ice-vapor and kinetic
fractionation dominate and abruptly lower the T 0excess. Compared to Teic = 0°C, setting Tt = —5°C or
—10°C results in an increase at Vostok of ~4 and ~9 per meg, respectively. Note that the sensitivity of
"Oexeess 10 Terie is dependent on the model coefficients of supersaturation and choice of kinetic
fractionation factors, but in general, decreasing the temperature of T (i.e., more negative) has a
positive effect on the final site T 0excess.

In contrast to Vostok, the amplitude of the '"Oeycess Seasonal cycle at WD is considerably reduced,
likely owing to the warmer condensation temperatures and limited degree of supersaturation
influences. For WD, despite the onset of kinetic fractionation at —10°C, the relative proportion of
equilibrium fractionation outweighs the effects of kinetic fractionation, thus producing the increase in
"Oexcess values with colder temperatures. Comparison of the West and East path '"Ocycess With respect
to surface temperature in Figure 14 shows that at WD the magnitude of seasonal change in 0 excess 18
approximately equal to that of the East path for the same surface temperature (~ —30°C), suggesting
that lower elevation East Antarctic sites with similar precipitation/moisture regimes would experience
seasonal cycles of comparable magnitudes to WD.

Comparison of Seasonal Isotope Signals between Vostok and WAIS Divide

The conventional view of the seasonality of dexcess in Antarctic precipitation is that dexcess 1 greatest
in winter, due to increased sea ice cover and more distant moisture source regions with relatively lower
rh and warmer SSTs [Delmotte et al., 2000; Masson-Delmotte et al., 2003; Schlosser et al., 2008]. In
the summer when the high-latitude oceans are ice free, it is thought that moisture contributions from
more proximal sources with relatively higher relative humidity and cooler SSTs lower dexcess Values in
marine vapor. The assumption has been that source region changes in the dexcess Of vapor are preserved
in the precipitation falling over the ice sheet, and therefore dexcess could be used as a source indicator of
both SST and relative humidity. The monthly ICM isotopic results provide evidence suggesting that
seasonal source region changes only partially contribute to the dexcess and dj, signal, and that the entire
moisture transport path must be considered if one is to generalize about the seasonality of dexcess (din) at
the final ice core site.

The timing of the modeled §'°0, ""Ocxcess and dexcess (din) annual cycles are entirely dependent on
the NCEP2 reanalysis climate data, and therefore any interpretation of the specific signals can only be
broadly applied to other climate and ice core data. For example, the use of ERA-Interim reanalysis
may alter any given seasonal isotope peak by + a month, but typically only the magnitudes, not
seasonality, of the specific climate variables differ between reanalysis products [Bromwich et al., 2011,

18

90



Lindsay et al., 2014]. Within this context, we compare the modeled isotopic cycles for Vostok and
WD to each other, and to other seasonally resolved isotopic measurements, back-trajectory model
results, and climate reanalysis studies for the Antarctic region to evaluate the overall performance of
the ICM seasonal simulations.

Overall, the modeled seasonal cycles in '"Oeycess produced for Vostok and WD closely track local
site temperature, but variations in precipitation rate and total atmospheric water content also appear to
play an important role in the amount of isotopic distillation for each path. This is most apparent in the
timing of the precipitation rate and the wintertime local peak (trough) in 0 excess (dexcess and djy) for the
East path, as well as the timing of the double-peaked structure of dexcess and dj, for the West path.

Precipitation, Surface Temperature, and Relative Humidity Effects

At Vostok, a local peak in 6'°0 and '"Ocycess during JJA occurs in the midst of the extended cold
period (AMIJJAS) where temperatures are mostly constant (Figure 8a). During the same interval, dexcess
and dj, exhibit a significant local minimum. The timing of this peak in 0 excess (trough in dexcess and
dj,) coincides with the maximum in monthly averaged precipitation rate at Vostok (Figure 7¢), along
with small increases in total column water content (not shown). The peak in winter precipitation rate is
known to be a consistent feature of East Antarctic climate from back-trajectory modeling [Sodemann
and Stohl, 2009; Scarchilli et al., 2010; Winkler et al., 2012] (see Figure 4 in Winkler et al. [2012]). In
the NCEP2 reanalysis the peak Vostok precipitation rate occurs immediately prior to the maximum in
sea ice concentration when evaporation over the source region is greatest due to strong ocean-air
temperature gradients (Figure 10c and 10e). The responses of 6'°O, '"Ocxcess and dexcess (din) during this
interval are all consistent with weaker kinetic fractionation effects due to the relative increase in water
availability associated with the peak winter precipitation rate increases.

The course of dexcess OVer the season at WAIS Divide is not as straightforward as the traditional
interpretation presented above. At WD, dexcess Values are lowest during summer (DJF) but are also low
during the peak winter months (JAS) (Figure 8b). Source region SSTs are warmest during January —
March, which should lead to higher summer decess Values, and this effect is apparent in Figure 13
where dexcess (din) In precipitation is greatest during summer months over the mid-latitude source
region. Despite the high summer deycess Values over the mid-latitude source region, summer dexcess 1S
lowest over the high-latitude ocean where evaporative recharge of vapor from cooler SSTs and higher
relative humidity contributes to lowering dexcess:  The low summer dexeess Values simulated at WD are
consistent with the traditional interpretation of dexcess if there is indeed an increase in the relative
contribution of moisture from high latitudes during the summer. Timing of moisture delivery at WD is
ambiguous; back-trajectory simulations show that West Antarctica receives a greater contribution of its
precipitation during the winter months [Sodemann and Stohl, 2009]. On the other hand, the NCEP2
reanalysis for WD suggests that the precipitation rate is highest in austral fall and spring. The first
maximum in dexeess and dj, occurs in fall (MAM), even while site temperatures and 520 steadily
decrease toward peak winter (JAS). The second dexcess and dj, local maximum occurs during October
and November. The bi-modal peak in the monthly averaged NCEP2 precipitation rate during March—
June and November has been observed in other reanalysis products and back-trajectory modeling for
Antarctica (Markle et al. [2012]), and has been ascribed to the half-yearly mode of pressure variability
of the Semiannual Oscillation (SAO) which is strongest in the Amundsen-Ross Sea sectors [Simmonds
and Jones, 1998; Simmonds et al., 2003]. The SAO is expressed as two separate average low pressure
states between 55°S and 75°S that occur from February to April and from September to November due
to the differing annual cycles of temperature in the mid-latitude ocean regions and in the Antarctic
[Van Loon, 1967; Simmonds et al., 2003]. The poleward shift and intensification of the circumpolar
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trough during the equinox periods is associated with high latitude cyclonic activity and increased
precipitation in coastal Antarctica stations [Turner et al., 1997]. The coeval double peaks in
precipitation and dexcess (din) for WD during fall and spring suggest that source region changes,
particularly increased evaporation rates from relatively warmer ocean SSTs and lower humidity during
March—May, combined with the local precipitation rate increase are responsible.

The lower dexcess and dj, values at WD during winter (JAS) are also contrary to the conventional
expectation of higher dexcess, and unlike the high dexcess and dj, values at Vostok, the low WD deycess and
dj, wintertime signals imply a more local ocean source region influence rather than site temperature-
driven fractionation effects or the transport of low-latitude moisture carrying high dexcess. Deuterium
excess measurements from an array of West Antarctic ice cores give similarly low wintertime values
[Kiittel et al., 2012]. One weakness of our calculation of the mean annual source region is that it does
not account for latitudinal shifts of the moisture source, though it does span the 16 winter and summer
source limits ([Sodemann and Stohl, 2009]). Seasonally adjusting the latitudes of the defined moisture
source region has no effect on the modeled isotopes since the ICM is sampling ocean surface moisture
along its entire path; however, it can slightly alter the timing of the source region changes displayed in
Figure 10.

Kinetic Fractionation Effects on dexcess and di, at Vostok

In general, the model dexcess Seasonal cycle for Vostok matches the conventional interpretation
[Delmotte et al., 2000; Masson-Delmotte et al., 2003; Schlosser et al., 2008], with lower dexcess Values
during summer (DJF) and higher dexcess values during the extended cold period (AMJJAS). Although
model dexeess Values over the ocean are lower in the summer from higher relative humidity and are
higher in the winter when relative humidity is lower, the annual range in dexcess and dj, is less than 2 %eo.
The low isotopic variability is not surprising, considering the relatively low seasonal peak-to-trough
amplitude of SST (~9 to 12°C) and vk (78.5 to 81%) for the East path source region (Figure 10).
Furthermore, the seasonal phasing of the two parameters is such that they work against one another,
thereby reducing the seasonal dexcess (d1,) amplitude over the ocean. In fact, the magnitude of seasonal
changes in dexeess and dj, at Vostok are much larger than that predicted by the magnitude of ocean
source region seasonal changes and the respective model dependencies of dexcess and dj, on SST (max ~
0.40 %0/°C) and rh (—0.51 %0/%) (Figures 5, 6, 12a and 12b). For instance, in the winter months (JAS)
the highest mid-latitude oceanic dexcess Values do not result in the highest dexcess Values at the Vostok
site. Instead, the large dexcess s€asonal cycle (30 %o) at Vostok is driven by the balance of equilibrium
and kinetic effects during snow precipitation. Jouzel and Merlivat, [1984] showed that pure
equilibrium fractionation (i.e., supersaturation of 1) between liquid vapor and ice vapor results in very
high dexcess (60 %o0) in the East Antarctic regions like Vostok. This is because at very low temperatures
the ratio of the equilibrium fractionation factors (z(yteq—l)/(lgoceq —1) for oD (zoceq) and 6'°0 (lgoceq) is
considerably different from the GMWL slope of 8. To simulate the mean annual dexcess Value (~15 %o)
at Vostok, an additional contribution of kinetic fractionation (i.e., S; > 1) to the equilibrium process of
snow formation is needed to lower dexcess. Despite the contribution of the kinetic effect lowering dexcess,
the anticorrelation between 6'°0 and dexcess remains, whereas for '’ Oeycess the correlation between §'°0
and '"Oyeess switches from positive to negative depending on the degree of supersaturation. As for
"Oxcesss increasing supersaturation leads to a decrease of the A(dexcess)/A(0"*0) slope. Separating the
combination of equilibrium and kinetic effects on the Vostok dexcess 15 difficult for the above reasons.
The dj, parameter more directly reflects the magnitude of kinetic isotope effects, as the logarithmic
definition accounts for the deviation of the ratio of equilibrium fractionation factors from a slope of 8.
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This is observed in Figures 8a and 12, where the amplitude of the dj, annual cycle is only 18.6 %o
compared to 30.5 %o for dexcess-

It is important to note that the seasonal cycle amplitudes and mean annual values for dexcess and dj,
simulated by the ICM are strongly sensitive to the choice of supersaturation coefficients. As
mentioned in the model calibration section, we chose a value of ' = 0.007 to best capture the 70 excesss
even though a value of F' = 0.010 better fits the dexcess and dj, data, highlighting that the simple linear
definition of S; as a function of T or that the parameterization of owin, or both, are insufficient. Results
from seasonal simulations for the East path using /= 0.010 give a peak-to-trough amplitude of ~20 %o
for dexcess and ~13 %o for dj,, and lower mean values that are in better agreement with Vostok data. The
structure of the seasonal cycle remains the same for dexcess, and for dj, only the summer months are
somewhat elevated with respect to the rest of annual cycle indicating that the ICM seasonal
simulations are rather robust.

Sea Ice Concentration and " O yeess at WAIS Divide

The ICM does not explicitly account for sea ice concentration but the monthly averaged NCEP2
surface temperature, evaporation rate, precipitation rate, water content and relative humidity fields all
reflect the influences of sea ice changes throughout the year. This is most evident in the winter (JAS)
evaporation field for both the West and East path, where the evaporation rate suddenly drops at the sea
ice margin (Figure 2). From the ICM simulations we can indirectly infer sea ice concentration effects
on the seasonal cycle of stable isotopes. The challenge of teasing apart the effects of source or site
changes is due to the integrated nature of the transport paths, but it is done more easily for the West
path where the site temperature and kinetic fractionation effects are less dominant than the East path.
Based on an analysis of 6'°0 from seasonally resolved ice cores in West Antarctica, Kiittel et al.
[2012] found that the seasonal correlation of the dominant modes of 6'*0 with West Antarctic sea ice
concentrations was significant during the fall and winter season (March through August). Other
modeling studies have also shown that sea ice concentrations play a contributing role in modulating the
seasonal cycle of isotopes, particularly for West Antarctica [Noone and Simmonds, 2004]. Of all the
isotope parameters that possibly reflect changes in sea ice concentration and the associated ocean
surface changes in relative humidity and evaporation, '"Ocycess provides the best chance of identifying
such changes, as it is the least sensitive to source SSTs and equilibrium fractionation during transport
(see Figures 11a and 11b). As discussed previously, the seasonal cycle of '"Ocycess at WD exhibits a
step-like pattern with a steep transition from low summer values to peak values beginning in April and
extending until October. The onset of the sharp transition in '"Oeycess coincides with the onset of
increasing sea ice concentration and source evaporation rate during March and April. The plateau of
stable high '"Ocxcess Overlaps with the steady evaporation rate and consistent low relative humidity over
the source regions during austral fall and winter (MAMIJJA) (Figure 8 and 10). Although the general
character of the '"Ocycess Tesponse mimics the pattern of the source relative humidity, the magnitude of
rh change (~2%) is too small to fully account for the magnitude of the '"Ocxcess change at WD. In
Figure 11b and 11c, the path of '"Oexcess versus latitude shows that the '"Ocycess response at the WD site
reflects multiple processes, including seasonal variability of 74 at the mid-latitude source region and
wintertime reduction of '"Ocycess OVer the sea ice region due to evaporative recharge of higher rh
moisture (Figure 13¢). The increased evaporative recharge during the winter months over the high-
latitude ocean is evident in Figure 2, where the evaporation rate is ~2-3x greater than during the
summer months. The high evaporation rate is driven by the strong ocean-air temperature gradients,
while the increased winter precipitation rate over the sea ice region reflects both the strong evaporation
rate and the effect of a stronger equator-to-pole temperature gradient during winter (Figure 2). These
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climatological patterns combined with the sharp increase in the relative humidity over the sea ice
region highlight the importance of moisture recharge on the '"Ogeess. In the ICM, the influence of
moisture recharge on '"Oeyeess OVer the sea ice region during the winter and spring months is apparent
for both the West and East path, and therefore seems to be a common feature in the high-latitude ocean
region. In the final portion of the West path trajectory, the equilibrium fractionation effects for ice
crystal growth over the ice sheet result in increased ' Ocxcess.

Temporal vs. Spatial 8'°O-T slope for Vostok and WAIS Divide

The 6'°0 of polar precipitation has long been used as a proxy for the temperature of the cloud at
the time of condensation [Jouzel and Merlivat, 1984; Jouzel et al., 1997]. Unlike a simple Rayleigh
fractionation model, the ICM ¢'*0O value represents an integration of the sea surface temperature,
condensation temperature, evaporation rate, precipitation rate, water content and relative humidity
during its entire model trajectory. Therefore we can use the ICM to examine the relationship between
the isotopic signal in precipitation and the temperature at the precipitation site (for both the surface and
condensation temperature). We can estimate the spatial isotope-temperature relationship for East
Antarctica from the mean annual §'°0 and mean annual surface temperature over the East path from
the coastal latitude (~66°S) to the site location. The spatial §'*O-T relationship for the East Path is 0.91
%0/°C which is similar to the spatial isotopic gradient (0.84 %o/°C) calculated with data from Antarctic
snow and ice core measurements spanning the East path longitudes (0°E to 120°E) [Masson-Delmotte
et al., 2008]. For some ice core sites the temporal and spatial isotope-temperature relationships
significantly differ, for instance, the event-based precipitation samples from Vostok gave a temporal
slope of 0.35%0/°C. The modeled temporal slope for Vostok gives a linear relationship between the
seasonal 6'°0 and surface temperature of 0.89 %o/°C, which is in better agreement with the temporal
slope observed at Dome F (0.78 %o/°C, [Fujita and Abe, 2006]), suggesting that the Vostok
precipitation measurements from a partial year may be not be completely representative of East
Antarctic temporal §'°O-T slopes. The analysis of the relationship of seasonal 6'°O and condensation
temperature gives a slope of 1.41 %o/°C for Vostok. The magnitude of the 0'*O—T.oq slope is
indicative of the ICM prescribed inversion temperature that is assumed to be directly related to surface
temperature by the classical slope of 0.67 suggested by Jouzel and Merlivat, [1984]. The 0.67 slope
relating variations of near-surface and condensation (or inversion) temperatures from Jouzel and
Merlivat [1984] is similar to other linear relationships between inversion and surface temperature (0.6
to 0.65) estimated by Helsen et al. [2007] and Ekaykin and Lipenkov [2009]. Moreover, comparison of
the prescribed ICM T ong With the NCEP2 air temperature from 850 hPa height (~1 km a.g.l.) show
good agreement and that the model inversion temperature produces reasonable isotope-temperature
relationships for Vostok. Seasonal variations in the inversion strength are not modeled here, but such
variations may account for the some of the differences between observations and ICM results.

When we examine the spatial isotope-temperature relationship between mean annual ¢'°0 and
mean annual surface temperature for the West path (from Antarctic margin to site) the linear
relationship is 0.91%o/°C, which compares well with the spatial isotope gradient (0.82 %o/°C) derived
from snow and ice core transects in the West Antarctic region [Masson-Delmotte et al., 2008]. In
contrast to the spatial gradient, the seasonal 5'°O and surface temperatures for WD result in a temporal
slope of 0.27 %0/°C, which is considerably lower than that modeled for Vostok. For West Antarctica,
the low temporal slope may be due to warm temperature biases in the NCEP2 reanalysis data that
originate from the low model grid-resolution (2.5° x 2.5%), which are further enhanced by the zonal
sector averaging to create the path. The differences between the temporal and spatial slope for WD are
intriguing because most estimates of West Antarctic accumulation indicate year-round precipitation
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without much seasonal bias [Banta et al., 2008; Nicolas and Bromwich, 2011]. The model-data
disagreement suggests that either the assumption of a year-round temperature inversion for
condensation temperatures may not be appropriate for modeling West Antarctica, or that the
“classical” slope of 0.67 observed in East Antarctica is not sufficient. Comparison of the NCEP2 850
hPa air temperature versus NCEP2 surface temperature for the West path give a slope of 0.85,
supporting the notion of a steeper condensation-surface temperature relationship.

6. Implications and Future Work

The monthly results from the updated ICM qualitatively and quantitatively reproduce the observed
variability of 50, "Oexcess and dexcess for East Antarctica (Vostok). The monthly mean Oexcess values
for both the East and West path are overestimated compared to measurements, but the gradient
between the continental margin and interior is of the correct magnitude. It is worth noting here, that
using only the mean annual climatological path (i.e., the average of the monthly NCEP2 climatological
input data) produces a bias of the mean annual '"Oeycess value, which for the East path is +16 per meg
compared to the mean annual value of 10 per meg determined from the twelve monthly simulations.
This indicates that model studies that attempt to use mean annual conditions to estimate mean annual
0excess values for East Antarctica may produce biased results. The bias likely results from not
capturing the combined effect of extreme cold, minimal water content, and lower precipitation rates
that produce a non-linear response in the kinetic fractionation of '"Oeyeess. Inconsistencies in capturing
the isotopic variability for the West path simulation highlights a number of factors that should be
considered in improving simulations of the annual cycle of '"Ocxcess, dexcess, and dy,. Addressing these
factors in future work will help improve the functionality of intermediate complexity models and our
understanding of the spatio-temporal isotopic response of precipitation in Antarctica.

First, we have shown that the effective diffusion fractionation factors during snow formation are
not very well known, and as a result, we cannot constrain the supersaturation values of ¢ and F all that
well. Although multiple combinations of diffusion fractionation factors and supersaturation values of
F are possible, they must reproduce the spatial gradient of decreasing '’Ocycess into the interior and be
consistent with dexcess and dj,. Properly characterizing the sensitivity of water isotopologues to kinetic
fractionation during snow formation is paramount to accurately modeling water isotopes, and therefore
we strongly recommend further experimental work along the lines of that carried out by Uemura et al.
[2005], where isotopic measurements are made on the source water, water vapor, ice vapor, and snow
at very low temperatures to determine molecular diffusivities and degree of supersaturation.

Second, in order to better capture the spatial gradient of isotopes in both East and West Antarctica,
improvements in estimating or measuring the condensation temperature (and the strength of inversion)
are needed. The classical Tiond/Tsurs ratio of 0.67 from measurements in East Antarctica may be
inappropriate for coastal or marine-influenced sites where the condensation temperature is more
similar to the surface temperatures. Furthermore, the warm bias of surface temperatures in both
reanalysis data and in GCMs needs to be more realistic to begin with; otherwise the degree of kinetic
fractionation effects will be overestimated when calibrating the model to observations.

Finally, there are a number of approaches for more accurately simulating the seasonal cycle within
the ICM. These include adjusting the initial atmospheric isotopic values, the initial moisture source
latitude, the longitudinal moisture source origin, the zonal sector over which the model path is
averaged, and the type of reanalysis product used. Varying the initial isotopic water vapor values
could be accomplished with monthly observations of 5'°0, 0D, dexcess and '"Oexcess in precipitation from
the GNIP network and shipboard measurements. The latitude of the moisture origin could be varied
depending on the location of the peak evaporation rate determined from reanalysis or GCM output.

23

95



Longitudinal variations in the moisture source region can be ascertained by using back-trajectory
modeling or GCM water tagging experiments. The selection of the model transport path could then
incorporate both the dominant moisture source latitude and the range of longitudes to zonally average.
Lastly, multiple reanalysis products are available for climatological boundary conditions, each with
their own advantages depending on the focus of the isotopic study (e.g., accurate accumulation versus
condensation temperatures). Inclusion of the suggested modeling approaches should further improve
simulations of the annual isotopic cycles in Antarctic precipitation and will expand the usefulness of
the ICM for application to other ice core locations.

7. Summary and Conclusion

The motivation to investigate the affects of seasonality on the stable isotopes of water arises from
the current uncertainty about the relationship between '"Oecess and 0'°0 on both seasonal and
interannual timescales. Differences between hemispheres show opposing '"Oexcess-d SO relationships
for Greenland and Antarctica, requiring location specific interpretations dependent on source changes
in relative humidity, strong kinetic effects at cold temperatures, and/or stratospheric water vapor
inputs. These discrepancies and uncertainties require further investigation. Our work attempts to
identify the relative importance of source and site changes for temperature and relative humidity,
changes in sea ice concentration, and kinetic fractionation effects, with the aim to clarify the current
understanding of '"Oexcess in polar regions. Here, we have used the Intermediate Complexity Model to
simulate the annual cycle for two distinct moisture transport pathways with different climatological
conditions, one for West Antarctica (similar climatology as Greenland) and one for East Antarctica.
Results from the simulated annual cycles have been used to investigate the isotopic response of 6'*0,
17Oexce55, and dexcess In Antarctic precipitation.

We have used the improved ICM to investigate the climatic influences on the complete suite of
stable isotopes (5180, 0D, 670, dexcess, dim, and 17Oexcess) in Antarctic precipitation. Inclusion of
"Oexcess and dy, expand the utility of the ICM, and provide new constraints for calibrating the model
against modern isotopic data. The model of KCO03 now includes updates to the equilibrium
fractionations during ice condensation and kinetic fractionation factors for evaporation over the ocean
and during ice crystal growth. We have created two additional transport paths for East and West
Antarctic sectors that incorporate seasonal climate inputs, including a direct measure of relative
humidity, to examine the spatial and temporal sensitivity of stable isotopes to the annual cycle.

To match both the Antarctic deuterium excess and '"Oexcess Spatial gradients in East Antarctica
strong kinetic fractionation effects are necessary. Based on experimental results from Uemura et al.
[2005], we incorporated lower effective molecular diffusivities for solid precipitation than those
proposed by Jouzel and Merlivat [1984], which reduces the very sensitive nature of deycess and ' Oexcess
to minor changes in the coefficients of supersaturation. This adjustment requires a stronger sensitivity
of supersaturation to temperature, which is in better alignment with experimental results. Small
discrepancies between the choice of tuning parameters ¢ and F for dexcess (din) and '"Oexcess remain, but
due to the greater sensitivity of the '"Oexcess gradient to kinetic effects, and its reduced sensitivity to
equilibrium fractionation and transport, we use it as the calibration benchmark for tuning
supersaturation.

Following calibration of the model to modern 17Oexcess, dexcess and dj, for multiple transport paths,
we used the ICM to examine the sensitivity of ”Oexcess, dexcess, and dj, to source region perturbations in
relative humidity and surface temperature. Previous studies on the '"Oeycess Of Antarctica have focused
on variations in the source regions for driving the changes observed in '"Oecess On seasonal and
interannual timescales. The results from the intermediate complexity model driven by monthly

24

96



averaged NCEP2 reanalysis show that seasonal changes in the source regions have a limited
contribution on the final '"Oexcess site values. The '"Oeyeess Seasonal cycle over the ocean is only ~3 per
meg for the West path and ~8 per meg for the East path, neither of which are large enough to explain
the full seasonal changes produced by the ICM over the ice sheet (~50 per meg) or observed in ice
cores (~60 per meg). In the ICM, the ocean surface relative humidity change affects West and East
Antarctic ! Oexcess by an average of —1.3 per meg/%, and the magnitude of this effect remains fairly
constant even in the interior of the continent. The magnitude of the dexcess response over the ice sheet is
nearly identical for the West and East path, with an average sensitivity of 0.51 %o0/%. In contrast to
results from Petit et al.[1991], we find evidence that the relative humidity effect on dexcess (and dj,)
slightly increases into the interior, rather than diminishes. There is a clear signature of relative
humidity affecting the monthly '"Oeycess and dexcess values over the ocean regions, but the full seasonal
magnitude of '"Ocycess and dexeess OVer the ocean can only partially be explained by source region rh and
SST changes.

We investigated the temporal sensitivity of dexcess (din) and 7 Oexcess t0 surface temperature with
source and site temperature perturbations. Results from the ICM showed that changes in '’ Ocycess OVer
the ocean are anticorrelated with changes in sea surface temperature, while dexcess and d, are positively
correlated. The magnitude of sensitivity to surface temperature is low for '"Ocycess OVer the ocean,
except for in the East Antarctic interior where the magnitude reaches ~4 per meg/°C and becomes
positively correlated. Over the ocean the isotopic response oOf dexcess and dj, to a given change in
temperature is opposite in sign to that of '"Oeycess, With a magnitude of ~ 0.40 %o/°C that increases to
~0.50 — 0.70 %/°C in the interior of the ice sheet.

Our model simulations of '"Ocxcess produced a large amplitude seasonal cycle (~50 per meg) at
Vostok dominated by strong kinetic fractionation effects and without requiring stratospheric water
inputs. The positive correlation between '"Oexeess and 0'°0 for Vostok matches observations, as does
the model intra-annual variability. At WAIS Divide, the model predicts an anticorrelation between
"Oexcess and 0'°0 and a much weaker annual cycle (~12 per meg). Analysis of the NCEP2 data over
the mean oceanic moisture source region and at the ice core site shows that the isotopic variability
within the annual cycle is predominantly controlled by surface temperature and precipitation rate (and
the associated change in water content). Relative humidity and surface temperature over the mid-
latitude oceans partially contribute to the isotopic seasonal signal but cannot account for the full
seasonal amplitude. In the high-latitude ocean region, variation in sea ice concentration indirectly
affects " Oexcess and, to a lesser extent, dexcess, through increases in ocean surface relative humidity and
lower sea surface temperatures.
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Figure 1. Map of Antarctica showing the East and West path sectors used for modeling isotopes at the
Vostok (orange circle) and West Antarctic Ice Sheet Divide (WD, red star) ice core sites. The East
Antarctic path spans from 0°E to 120°E and the West Antarctic path spans from 70°W to 150°W. Both
paths originate at ~25°S and end at the latitude of the respective ice core site (78°S for Vostok and 80°S
for WD).

Figure 2. Example of East and West path model inputs of surface temperature (°C), water content
(mm), evaporation rate (mm a'), precipitation rate (mm a), relative humidity (%), and sea ice
concentration as functions of latitude for summer (DJF) and winter (JAS) seasons. Climatological data
are monthly mean NCEP2 reanalysis from 1979-2011 that have been seasonally averaged for purposes
of comparison between the two paths. Note that the scales are the same for both plots.

Figure 3. Modeled §'°0 (a and b), "Ocxcess (¢ and d), dj, (¢ and f), and dexeess (g and h) values of
precipitation for Path 2 (black) and East path (orange) as functions of latitude (°S) and surface
temperature ("C). Supersaturation coefficients used for tuning the ICM were ¢ = 1.00, and F = 0.007.
The circles and triangles represent field measurements by [Dahe et al., 1994]. The stars represent
present-day mean annual '"Opyeess Values for East Antarctic sites (Dome F, Vostok, and Dome C)
compiled in [Schoenemann et al., 2014], and the diamonds represent seasonal ''Opycess measurements

for Vostok by [Landais et al., 2012a].

Figure 4. Modeled '"Ocycess (a and b), di, (¢ and d), and dexcess (¢ and f) values of precipitation for Path
2 (black), East path (orange), and West path (red) as functions of 5'°0. The circles and triangles
represent field measurements by [Dahe et al., 1994]. Supersaturation coefficients identical to values
used to obtain the results for Path 2 (Figure 3). The stars represent present-day mean annual '"Opyeess
values for East Antarctic sites (Dome F, Vostok, and Dome C) and West Antarctic/coastal sites (WAIS
Divide, Siple Dome, Taylor Dome, and D57) compiled in [Schoenemann et al., 2014], and the
diamond represents the mean of seasonal '’ Ocyeess measurements for Vostok by [Landais et al., 2012a].
The triangles (d;,) and squares (dexcess) represent field measurements by [Masson-Delmotte et al., 2008]
from the respective longitudinal sectors defined for the East and West path.

Figure 5. Relative humidity (##) perturbation experiments for East (left) and West (right) paths.
Global reduction of 5% (light blue) and 10% (dark blue) A, and global increase of 5% (yellow) and
10% (orange) rh. Mean annual values for the control model of both paths are shown for comparison in
all plots (grey). Note that all the initial isotopic source values are kept the same as the mean annual
values, and therefore, the isotopic response to global changes in 7/ exhibit a period of model isotope—
rh re-equilibrium reached by the mid-latitudes.

Figure 6. Global and polar amplification climate change scenarios for the East path (a, c, e, g, and 1)
and West path (b, d, f, h, and j), vertical dashed lines represent the edge of the Antarctic continent.
Surface temperature change experiments (a and b). +5°C warming (red). 0°C to +5°C warming (red
dashes). —5°C cooling (blue). 0°C to —5°C cooling (blue dashes). Isotopic sensitivity (y) for 6'°O (c and
d), "Ocxcess (€ and 1), dexcess (g and h), and d;, (i and j), for all four temperature experiments. Water
content w scaled with temperature (7), P and £ unchanged.
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Figure 7. The mean annual cycle (1979-2011) of average monthly relative humidity (a and b),
sublimation rate (¢ and d), precipitation rate (e and f), surface temperature (7s.f) and condensation
temperature (7cong) at the 850 hPa pressure level (g and h) for the 2.5° by 2.5° grid cell surrounding the
Vostok (a, c, e, and g) and WD (b, d, f, and h) ice core sites from the NCEP2 reanalysis. The 1o range
on the mean monthly values for the NCEP2 data are shown by dashed lines.

Figure 8. Seasonal cycle of modeled stable water isotopes for Vostok (top) and WD (bottom) for
80, ""Ocxcess, dexcess, and dj, determined from final latitude on the East (78°S) and West (80°S) path.
The model surface temperature (7sur) is shown for comparison for each path. Note that the model
surface temperature is slightly warmer than the NCEP2 Ty, in Figure 7 due to the zonal averaging to
create the West and East paths. Dashed line in East Path indicates “estimated” values for Dec. due to
model failure to converge on a value.

Figure 9. Model isotopic variation of §'°0 (blue), '"Oexcess (red), and dexcess (green) versus surface
temperature (Ty.r) for Vostok (a) and WAIS Divide (b) over the seasonal cycle. '"Ocycess (red), dexcess
(green), and d, (dark green) versus 6'*O for Vostok (c) and WAIS Divide (b). Linear regression of the
isotope slope plotted for each isotope parameter in its respective color.

Figure 10. The mean annual cycle (1979-2011) of average monthly relative humidity (a and b),
evaporation rate (¢ and d), sea ice concentration (e and f), and sea surface temperature (g and h) for
East (37°S to 53°S, 0°E to 120°E) (a, c, e, and g) and West (45°S to 54°S, 70°W to 150°W) (b, d, f, and
h) path source regions from the NCEP2 reanalysis. The 1o range of the mean monthly values for the
NCEP2 data are shown by dashed lines. Source region latitudes determined from back-trajectory
results of [Sodemann and Stohl, 2009] for Byrd/WD and Vostok.

Figure 11. ICM results of 0excess as a function of latitude for the East (top) and West (bottom) path
from January through December using monthly-averaged NCEP2 reanalysis. Middle panel shows
West path on the same scale as East path. Each month is shown as an individual color. Due to model
integration difficulties there is no Dec. month for East Path and the * represents months determined
from seasonal mean (DJF for Jan. and OND for Nov.). Path 2 (red long-short dashes) and the annual-
average path (based on the annual mean of the monthly averaged NCEP2 reanalysis) are shown for
comparison (gray dashes). Gray band represents mean annual moisture source region for WD (~45°S
to ~54°S) and Vostok (~37°S to ~52°S) based on air-parcel back-trajectory simulations from
[Sodemann and Stohl, 2009].

Figure 12. ICM results of dexeess (a) and dj, (b), and NCEP2 input of relative humidity (c), as a
function of latitude (°S) for the East path from Jan. through Nov. Each month is shown as an
individual color and the annual-average path (based on an annual mean of the monthly averaged
NCEP2 climatology) is shown for comparison (gray dashes).

Figure 13. ICM results of dexcess (2) and dj, (b), and NCEP2 input of relative humidity (c) and surface
temperature (d), as a function of latitude for the West path from Jan. through Dec. Each month is
shown as an individual color and the annual-average path is shown for comparison (gray dashes).

Figure 14.ICM results of '"Ocycess as a function of surface temperature for the East (top) and West
(bottom) path from Jan. through Dec. using monthly-averaged NCEP2 reanalysis. Due to model
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integration difficulties there is no Dec. month for East Path, and the * represents months determined
from seasonal mean (DJF for Jan. and OND for Nov.). Each month is shown as an individual color.
The annual-average paths (based on the annual mean of the monthly averaged NCEP2 reanalysis) are
shown for comparison (gray line).

Figure 15. Laser spectroscopy measurements of ''Ogycess and 6'°O from the SEAT 2011-3 firn core
from West Antarctica over nine annual cycles. The mean (31 per meg) and 1 standard deviation (11.6

per meg) are shown in red solid and dashed lines, respectively. Data have been normalized to the
VSMOW-SLAP scale.
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Table 1.

Molecular Diffusivity of 8 Lair,
(Ratio of turbulent/pure molecular diffusion)

1.0285, 1.0214, 1.0143, 1.0096,
(100%) (75%) (50%) (34%)
Sensitivity to Change in '"Ocycess (per meg) between
Temperature —30°C and —55°C for Path 2
F=0.002 32 18 4 -5
F=0.004 84.5 58 34 18
F=0.006 127 91.5 58 37
F=0.008 162 120 79 52.5
F=0.010 190 142 95 66
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Figure 10
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Figure 14
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Figure 15

SEAT 11-3 Firn Core, Seasonal Measurements 2002-2011
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Chapter 7

Future Research and Outlook

This dissertation has focused on interpreting glacial-interglacial and seasonal variations of
the triple oxygen isotopes in Antarctic precipitation. Efforts have been made to improve '"Opxeess
measurement techniques for both IRMS and laser-spectroscopy, and to use consistent
normalization techniques for the reporting of 6'’0, §'°0 and '"Oexcess values for interlaboratory
comparison. Although much progress has been made, '"Ocycess data are still sparse and most
areas of the globe remain essentially un-sampled. The depth of our understanding of 7 0excess in
polar ice cores has evolved considerably since the pioneering work of Landais et al. [2008].
Through the work presented here, we have shown that '"Oexcess provides additional information
about the fractionation of isotopes in the hydrologic processes of evaporation over the ocean,
moisture transport, and precipitation as snow over the ice sheets. As with any
paleoenvironmental proxy, we must have a strong understanding of the present-day mechanisms
that control '"Oyeess in order to confidently apply it to understanding past conditions. We would
be equally remiss if we did not take advantage of past variations in Earth’s climate, which
provides a natural experiment that can facilitate investigation of the response of water isotopes to
large changes in boundary conditions. In this chapter, ongoing work and future research
possibilities are discussed, with a focus on understanding the response of '"Oxeess to Variations in
climate through additional isotopic measurements and modeling.

Climate Variations On Multiple Time Scales
Antarctic Cold Reversal

Comparison with the §'°0 and deycess measurements shows that variations in '"Oeyeess from
the WAIS Divide core may have changed significantly at specific time intervals where important
climatic shifts are known to have occurred. These include the Antarctic Cold Reversal (ACR) at
14.7 ka and the "~4.2 ka" event during the Holocene. However, the low temporal resolution of
the '"Ocxcess measurements precludes confident (i.e., statistically significant) interpretation of
these "Oexeess variations during these periods. There are other apparently-abrupt changes
exhibited in the WAIS Divide '"Ocycess record, and it is only because of the a priori expectation
based on other geochemical (e.g., methane, carbon dioxide, sea salt, and dust) and isotopic data
from ice and ocean cores that we are interested in these specific time intervals. Furthermore, due
to the current measurement precision of '"Oeycess (<6 per meg, lo), discerning significant
variations in '"Ocxcess smaller than this magnitude is challenging. Therefore, investigating
periods that exhibit the greatest isotopic and geochemical changes offer the best opportunity to
assess the response of '"Oexcess to such changes. In this context, we have begun measuring the
entire ACR period (14.5 to 11.7 ka) at a much higher temporal resolution than in Schoenemann
et al. [2014], using the new Picarro CRDS instrument to determine if we can detect a significant
signal in the '"Oexcess. If such a signal is observed, we intend to validate the magnitude of change
from the Picarro data with a more limited set of carefully-chosen IRMS measurements. On the
other hand, if no isotopic signal were observed, this would imply that '"Oexcess is relatively
insensitive to these climatic changes. Even a lack of discernible signal in '"Opycess Would provide
useful information for interpreting the changes observed in 6'°O and dexess, and other
paleoclimate proxies.
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Although we expect there to be some sort of response in '"Oeycess based on the 6'°0 data,
investigating the ACR interval in a GCM could also provide an estimate of the '"Ocxcess response
at WAIS Divide to prescribed ACR climate forcings. With this in mind, we have included
"Oexcess in a number of ECHAM4.6 GCM simulations that used surface boundary fields from a
transient simulation of the deglaciation from the ocean-atmospheric coupled CCSM3 GCM
(TRACE experiments by He et al. [2013]). These model simulations still need to be analyzed,
and then compared with the isotopic data from the new Picarro instrument, providing the first
ever in-depth study of '"Oexcess OVer this important millennial-scale climate change event.

Last Glacial Maximum to Early Holocene

In the study of Schoenemann et al. [2014], we included a number of measurements from
both Siple Dome and Taylor Dome over the last deglaciation and mid-Holocene period. Due to
the limited availability of samples and other priorities, we were unable to measure the full
magnitude of LGM to EH change for these ice cores. Previous work has shown that Siple Dome
experienced significant elevation change over the Holocene period [Steig et al., 2001;
Waddington et al., 2005], and therefore 70 exeess measurement from the mid to late Holocene may
not be representative of the full LGM to EH '"Ocxcess change at this site; Taylor Dome is also
somewhat enigmatic in showing much larger 5'°0 change through the Holocene than other
Antarctic ice cores [Steig et al., 1998]. To provide a more accurate measure of the LGM to EH
change in ""Opycess at these coastal sites, we have obtained additional samples from the National
Ice Core Lab (NICL) for the LGM, EH and present-day time intervals. We will analyze these
samples both on the CRDS instrument, and a limited data set, for confirmation, on the IRMS.
The updated measurements from Siple Dome and Taylor Dome are not expected to significantly
alter the spatial pattern of LGM to EH '"Ocycess change discussed in Schoenemann et al. [2014];
however, the new measurements will allow for more accurate comparison with the other LGM to
EH ice core records. This work will be the first work to compare the magnitudes of LGM to EH
change between IRMS and CRDS measurement techniques.

Dansgaard-Oeschger Events

In Greenland ice cores, large and abrupt climatic changes have been inferred from the sharp
transitions in both 0'*0 and methane concentrations. These were first identified by Willi
Dansgaard and Hans Oeschger, and are called Dansgaard-Oeschger (DO) events [Dansgaard et
al., 1993]. In Antarctic ice core records, smaller, but corresponding changes in §'°O have been
identified and are referred to as Antarctic Isotope Maximum (AIM) events [EPICA Members et
al., 2006; Steig, 2006]. Towards understanding the response of 0exeess to climate variations,
DO events are prime candidates for further study as they offer periods of substantial change in
climatic conditions. The WAIS Divide ice core has provided the highest temporal resolution
record for studying the Antarctic counterparts to the Greenland DO events, making it an ideal
core for such investigations. Recently, high-resolution measurements of methane and CO, for
the entire WD record have been published [Members, 2013; Marcott et al., 2014], which are
essential for linking the timing of the Greenland DO events to the equivalent AIM events in the
WD record.

With the new WD chronology available, we can precisely identify the specific DO events
with substantial changes in methane and CO», and target these for '’Opycess measurements. The
aim of this work would be to determine whether or not Antarctic ''Ocycess changes over these
intervals, which are likely to have involved large variations in ocean and atmospheric circulation,
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ocean temperatures, and sea ice concentration. Sea ice concentration, in particular, should have
affected '"Oexcess, as discussed in Chapter 3 and 5 of this dissertation. Guillevic et al. [2014] has
recently investigated the response of '"Oeycess during DO-8 and DO-12 in the Greenland NGRIP
ice core, and found that '"Ocycess responded ~300-500 years prior to the abrupt changes in 6'°O
and methane; the interpretation of the '’Oexcess changes, however, is ambiguous in the light of our
work from Antarctica. High-resolution measurements of '"Opycess 0n the WD record over DO-8
and the preceding one to two thousands years could provide additional constraints on ocean
surface humidity, sea ice extent, and local temperature changes that are indicative of oceanic
processes. The '"Oeess measurements would complement our existing 0'°0 and dexcess
measurements, along with the high-resolution CH, and CO, data. By combining 7 0excess With
other multiple high-resolution proxies available from the WD record, there exists significant
potential to improve our understanding of the inter-hemispheric mechanisms operating during
abrupt climate change.

Seasonal Measurements from West Antarctica

As discussed in the final paper of this dissertation, use of the CRDS method to make T 0excess
measurements allows for unprecedented temporal resolution from snow-pit, firn, and ice cores.
The goal of ongoing measurements of available firn cores will help to determine if there is a
clear seasonal cycle in '"Oeyeess at WAIS Divide as predicted from the ICM and GCM work.
Determining the magnitude and phasing of 7 0excess With respect to temperature, 580 and dexcess
will be valuable for gaining insight into which processes (e.g., evaporation, vapor transport, and
condensation during snow formation) are most relevant to the variability of 17Oexcess, Aexcess and
6'*0 over the annual cycle.

The SEAT 2011-3 firn core was selected for its high annual accumulation rate (~30-50
cm a') and its proximity to the WD site. The firn core reaches a depth of ~17 m offering ~35
years of possible climate history. The core was sampled at 2 cm resolution by the Satellite Era
Accumulation Traverse (SEAT) research group at Brigham Young University (BYU) and
measured for §'°0 and dexeess. The firn core measurements exhibit a strong 6'°O seasonal cycle
confirming its utility for investigating seasonal variability. The combination of the high annual
accumulation rate and high-sampling rate of this firn core makes it an ideal core to study
seasonal isotope variations, as the temporal resolution is ~12 to 25 samples per year, more than
sufficient to characterize seasonal variability. The analysis of these high-resolution isotopic data
will be compared with seasonal simulations from the Intermediate Complexity Model (ICM) of
KCO03 and the ECHAM4.6 GCM. This work will be part of a follow-up paper to the: Seasonal
and spatial variation of '"Opcess and dexcess in Antarctic precipitation: insights from an
intermediate complexity isotope model, in which the isotopic data from the SEAT core will be
used to help evaluate the model simulations.

Future research projects

In this section, I propose two examples of future research projects that would expand the
spatial coverage of '"Oeycess measurements and address gaps in our understanding of specific
hydrologic processes. The first of these involves isotopic measurements of water vapor over the
sea ice regions of the Southern Ocean. The second focuses on understanding the water isotope
variations recorded in alpine snowpack and possible links to storm systems.
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Isotopic Composition of Water Vapor over Sea Ice

The first proposed project would investigate the effects of evaporation and relative humidity,
in the presence of sea ice, on the isotopic composition of water vapor originating from the high-
latitude oceans surrounding Antarctica. The proposed research is motivated by the results of
Uemura et al. [2010], from water vapor measurements taken on a transect over the Southern
Indian Ocean. The responses of '"Ocycess aNd dexcess t0 variations in normalized relative humidity,
particularly along the Antarctic coast, are intriguing. In general, the '"Ocycess and dexcess
measurements in the coastal sea ice zone give relatively low values compared to the mid-latitude
sections of the transect, and they closely track the normalized relative humidity; however, during
certain days the '"Oexcess aNd dexcess Significantly increase, accompanied by depleted values of
0'°0 and dD. Back-trajectory analyses on these days show offshore katabatic winds originating
from the Antarctic interior. In these events, it is unclear whether the increases in '"Oexcess and
dexcess are due to the strong evaporation into under-saturated air (i.e., low normalized relative
humidity), or from the advection of continental-based vapor potentially carrying elevated dexcess
and '"Oexeess.  These unusual results, together with our GCM and ICM simulations that show
T 0excess iN s€a ice regions is strongly affected by evaporative recharge, motivates investigation
into coastal Antarctic water vapor and the processes driving the isotopic composition.

The proposed project would use our new Picarro cavity ring-down spectroscopy (CRDS)
instrument designed for precise measurement of '"Oeeess, including the simultaneous
measurement of 870, 0D, dexcess and water vapor concentration. The primary objective is to
determine how evaporation of moisture from sea ice leads/polynyas in coastal Antarctica
influences the isotopic composition of the water vapor in the atmospheric boundary layer.
Seasonal changes in the sea ice concentration (and extent) play an important role in controlling
the amount of local moisture contribution to Antarctic precipitation [Noone and Simmonds,
2004]. In addition, seasonal patterns in wind direction could play an important role in the
conditions under which moisture is evaporated, especially in regions of strong katabatic winds
compared to locales with persistent onshore winds. Despite ample study on the correlations
between sea ice and the seasonal variability of isotopic values recorded in ice cores, the
contribution of local moisture from sea ice leads, and its effect on the "Oecxcess and dexcess
composition of water vapor, is poorly understood.

Our ability to link the concentration of sea ice, and inversely the amount of interstitial open
water, to the actual contribution of Antarctic precipitation and its associated isotopic composition
has been limited by a lack of direct observational measurements and inability to resolve such
small scale physical processes in isotope-enabled GCMs. To address these issues, this project
will provide new measurements of water vapor over sea ice leads to 1) estimate the water vapor
flux at different ocean/air temperatures throughout the season, 2) determine the isotopic
composition of the evaporated water vapor from the leads and surrounding sea ice, 3) calculate
the normalized relative humidity and supersaturation of moisture over the open water sources; 4)
incorporate these results into isotope-enabled GCMs running re-analysis data (NCEP/DOE) in
order to correctly simulate evaporative contributions from over the sea ice region, local
precipitation amounts, and isotopic composition recorded in nearby ice cores.

70 pxcess Applications to Alpine Ice Core Records

The second proposed project would investigate the isotopic composition of seasonal
snowpack in alpine regions. Although many ice cores have been retrieved from alpine regions,
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there has been no attempt thus far to understand how '"Oeycess measurements might be useful for
interpretation of alpine ice-core isotope records. The goal of such a project would be to assess
whether variations in '"Oexcess €Xist in alpine snowfall, and if so, whether the "Oexcess variations
reflect storm trajectories originating over marine or continental sources, local site temperatures,
or post depositional effects like re-evaporation and equilibration with overlying water vapor.
This work is motivated by two similar research projects. The first of which focused on
continuous surface water vapor isotopic measurements and sampling snowfall over a summer at
NEEM, Greenland, where they observed diurnal and intra-seasonal variations of dexcess With local
water vapor, and with local and synoptic weather conditions [Steen-Larsen et al., 2013]. The
second example is based on the long-term monitoring project of the intra-seasonal and
interannual isotopic composition of snowpack from an array of Sno-tel sites in the Rocky
Mountains (referred to as: Isotopes in Rocky Mountain Snowpack, IRMS) and the observed
isotopic relationships with temperature, precipitation amounts, and meteorological conditions (L.
Anderson, AGU Science Meeting, 2012). An ideal location for such a study would be near
previously drilled ice core sites, so that insights gained from the project could be applied to
interpreting past isotopic variations within the ice cores. Two potential alpine locations include
Alaska (Mt. Logan or Mt. Hunter ice cores) or British Columbia (Mt. Waddington/Combatant
Col ice core). The proposed project would use the new Picarro CRDS to continuously measure
the "Oexcess aNd dexcess Of surface water vapor and the relative humidity. Collections of snowfall
during storm events and samples from snow pits at the end of the winter season will be compared
with the water vapor analyzer measurements to determine if post depositional effects have
occurred. Air mass back-trajectory calculations of reanalysis data will be used to investigate the
relationships between local and synoptic weather conditions and the isotopic variations in the
water vapor and snow pack. Although such a field campaign would incur challenges due to
harsh weather, a preliminary test of the systems and concept could be carried out over a winter in
the North Cascades.

Outlook

The potential of the triple oxygen isotopes ('°0, ''0, '®0) for hydrologic, biologic, and
geologic process-based studies is significant. As demonstrated in this thesis and previous work,
the use of '"Oexcess in ice core research provides additional, independent information to
investigate both the fundamental processes controlling isotopic fractionation in the hydrologic
cycle and to interpret climatic variations on broad spatial and temporal scales. Over the past five
years, important developments in '’Oqycess measurement techniques, for both isotope-ratio mass
spectrometry and laser-spectroscopy methods, has expanded the possible applications of ' Ocycess.
In particular, the new laser spectroscopic techniques offer unprecedented temporal resolution and
mobility, which are revolutionizing our ability to examine environmental processes in real-time,
and in-situ ([Steen-Larsen et al., 2013]. Moreover, continuous flow measurements coupled with
laser spectroscopy offers exceptionally high temporal-resolution measurement of water isotope-
ratios in firn and ice cores, which has permitted the development of a new technique to directly
infer temperature based on measured 5'°O (or D) diffusion lengths [Gkinis et al., 2011; 2014],
which can now be applied to §'’0O. One of the most critical functions of the new laser-based
instruments will be to re-measure the isotope fractionation factors for both equilibrium and
kinetic processes below freezing, which are necessary to improve the parameterizations and
implementation of water isotopes in general circulation models. This type of work is paramount
for the interpretation of past environmental conditions in the fields of ice core research and
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beyond. The proposed VSMOW-SLAP calibration method for consistent 0'’O and '"Oeycess
reporting is indispensible for the burgeoning field of triple oxygen isotopes, and has recently
been applied to cutting-edge '"Ocycess measurements of atmospheric O, ([Young et al., 2014]) and
biogenic and sedimentary carbonates ([Passey et al., 2014]). In summary, the work presented in
this thesis provides substantial evidence supporting the use of the triple oxygen-isotope ratios of
water as a tool for investigating the processes of evaporation, moisture transport, and
condensation in the global hydrologic cycle.
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