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Stable isotope ratios of water (δD and δ18O) in polar precipitation and ice cores have long 

been used to study past climate variations and the hydrological cycle.  Recently-developed 

methods permit the precise measurement of δ17O and the 17O excess, relative to the δ17O vs. δ18O 

meteoric water line.  The novel isotope parameter "17Oexcess" provides an additional tool for 

investigating the global hydrological cycle. 

Early experimental and modeling studies showed that 17Oexcess in atmospheric water vapor 

is sensitive to relative humidity during evaporation from the ocean surface, and suggested that 

there was little fractionation during condensation.  It was therefore expected that 17Oexcess in polar 

snow could be used as an indicator for humidity in the ocean source regions where polar 

moisture originates.  Later work shows that the magnitude of 17Oexcess change between the last 

glacial period and the Holocene warm period, measured in Antarctic ice cores, increases from the 

Antarctic coast towards the interior, suggested significant fractionation during transport.  Full 

interpretation of these conflicting results has been challenging, hindered in part by the labor-



	  

intensive nature of making 17Oexcess measurements and by the lack of an accepted standard for 

reporting 17Oexcess values. 

This thesis provides a new, comprehensive assessment of the 17Oexcess of Antarctic 

precipitation and ice core data.  The contributions from this work also include improvements to 

17Oexcess measurement techniques, using both isotope-ratio mass spectrometry and collaborative 

developments in laser spectroscopy, and a formal calibration of international water standards for 

17Oexcess.  It further addresses both the spatial and temporal variations observed in Antarctic 

17Oexcess values, providing a coherent explanation for both. 

New Antarctic 17Oexcess measurements from this work show that there is a strong negative 

spatial gradient of 17Oexcess in snowfall towards the interior of Antarctica, a similar spatial pattern 

to the glacial-interglacial change in 17Oexcess, and a smaller-amplitude seasonal cycle in West 

Antarctica than in the interior of East Antarctica.  These measurements, when combined with 

earlier published work, provide the most complete view of the spatial distribution and temporal 

variability of 17Oexcess to date.   

Model studies, using both an intermediate complexity isotope model (ICM) and an 

isotope-enabled general circulation model (GCM), have permitted a thorough investigation of the 

most relevant and important processes affecting 17Oexcess in Antarctica.  The model simulations 

show that changes in source relative humidity have only a modest effect on 17Oexcess in polar 

precipitation, and can not account for the full seasonal cycle amplitude, nor the large glacial-

interglacial 17Oexcess changes observed in Antarctic ice cores.  The spatial gradient of 17Oexcess in 

modern precipitation, along with the large amplitude seasonal cycle in East Antarctica and the 

greater magnitude of 17Oexcess change for interior sites between glacial and interglacial periods, 

can be explained by kinetic isotope fractionation during snow formation under supersaturated 



	  

conditions.  The model experiments further show that the influence of moisture recharge is 

important to the evolution of 17Oexcess in poleward-moving air masses.  The seasonal presence of 

sea ice is also a significant factor affecting 17Oexcess.  Greater sea ice concentration or extent 

reduces evaporative recharge and increases the spatial area over which kinetic fractionation 

processes are important; both these factors tend to lower 17Oexcess. 
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Chapter 1. 
 

Introduction 
 

A recent innovation in ice core paleoclimate research is the analysis of the oxygen isotope 
ratio δ17O, complementing traditional measurements of δD and δ18O.  New techniques to 
measure the 17O/16O ratio precisely has allowed the parameter 17Oexcess =ln(δ17O +1) – 0.528 
ln(δ18O +1) to be added to the ice-core isotope toolbox [Baker et al., 2002; Barkan and Luz, 
2005]. Unlike the better-known deuterium excess, dexcess = δD – 8 × (δ18O), 17Oexcess is insensitive 
to ocean surface temperature during evaporation.  The theoretical advantage of 17Oexcess is that it 
is considerably less sensitive than dexcess to equilibrium fractionation processes during 
condensation; however, both 17Oexcess and dexcess are sensitive to kinetic fractionation during the 
formation of snow and ice particles.  The use of 17Oexcess, in combination with δ18O and dexcess, 
provides a potential means to unravel the fractionation effects during evaporation at the moisture 
source, along the transport path, and in the condensation of precipitation. Beyond its usefulness 
in ice core research, applications of 17Oexcess are expanding into the studies of terrestrial and 
biologic systems, offering an additional constraint on geochemical processes.   

The research presented here has focused on investigating the fundamental controls on the 
ratios of triple oxygen isotopes (16O, 17O, 18O) in Antarctic precipitation and ice cores over large 
spatial scales, and over both glacial-interglacial and seasonal time scales.  Much of the work 
evolved from the initial task of developing and interpreting the first 17Oexcess ice core record from 
West Antarctica, which required the development of a water fluorination line, optimization and 
refinement of an Isotope Ratio Mass Spectrometer for precise measurement, accurate and 
reproducible normalization techniques for data reporting, and the implementation of δ17O into 
isotope models for advancement of understanding the observed natural variations in 17Oexcess.   

The interpretation of past changes in 17Oexcess is difficult without a solid understanding of the 
controls on modern 17Oexcess precipitation. The challenge, in the case of 17Oexcess, has been the 
dearth of present-day 17Oexcess measurements over the oceans and ice sheets.  The current state of 
knowledge of 17Oexcess in the hydrological cycle is based on a small number of studies that 
include a limited amount of data (typically fewer than 50 analyses each): measurements of 
seawater (Luz and Barkan, [2010]), a Southern Ocean transect of water vapor (Uemura et al. 
[2010], meteoric waters from mostly low-to-mid latitudes (Luz and Barkan, [2010]), a transect of 
Antarctic surface snow data (Landais et al. [2008]), seasonal samples from Greenland and 
Vostok (Landais et al. [2012a; 2012b]), and three low-resolution ice core records of the 
penultimate glacial-interglacial transition (Landais et al. [2008], Winkler et al. [2012]).  These 
studies comprise the most noteworthy data that, over the past six years, have contributed the 
essential results for understanding 17Oexcess in the hydrological cycle, from ocean source regions 
to polar precipitation.   

In this work, I present three new ice core records, two from West Antarctica and one from 
coastal East Antarctica, that cover the Last Glacial Maximum (LGM), Early Holocene (EH), and 
modern periods.  These new 17Oexcess ice core measurements, published in Schoenemann et al. 
[2014], in combination with the studies of Landais et al. [2008] and Winkler et al. [2012], 
provide evidence that the LGM to EH change in 17Oexcess was much larger for sites in the 
Antarctic interior than at sites closer to the Antarctic coast.   I also present the first application of 
laser spectroscopic methods to the measurement of natural variations in 17Oexcess, from a 
seasonally-resolved West Antarctic firn core.  This preliminary work, using an instrument jointly 
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developed with Picarro, Inc. the instrument manufacturer and Steig et al. [2014], shows that 
cavity ring-down spectroscopy (CRDS) can be an efficient and precise tool for simultaneous 
measurements of the triple water isotope ratios in Antarctic ice and snow.  Future ice core 
measurements should now be possible at much greater temporal resolution than was possible 
using the conventional Isotope Ratio Mass Spectrometry (IRMS) technique.   
 
Motivation 

Beyond understanding the behavior of 17Oexcess in polar regions, this work has broader 
significance across multiple disciplines.  Although measurement of 17Oexcess is analytically time-
intensive, it is clear that 17Oexcess is quickly becoming one of the “standard measurements” in the 
ice core/glaciology research community.  As improvements in the routine measurement of 
17Oexcess on water develop (particularly with laser spectroscopic techniques), the use of 17Oexcess 
can be extended to a variety of other applications, ranging from hydrology, oceanography, 
geology, biology, and atmospheric sciences.  An example of one such application is the 
measurement of 17Oexcess on atmospheric water vapor, where the use of water isotopes can be 
used to improve understanding of atmospheric convection, moisture transport, and condensation.  
Current developments in the use of the triple oxygen isotope ratios as hydrological indicators 
include: transpiration during leaf evaporation, precipitation of carbonates in soils, and seasonal 
exchange of water in the biosphere with tropospheric CO2. 
 
Background 

Measurements of the stable isotope ratios of water (δD and δ18O) in polar precipitation have 
long been used in paleoclimate ice core studies [Dansgaard, 1964; Merlivat and Jouzel, 1979; 
Jouzel and Merlivat, 1982; Dansgaard et al., 1993; Jouzel et al., 2003; Masson-Delmotte et al., 
2004].  Although the underlying physics have been well understood for many decades, continual 
innovations have kept this a stimulating area of research.  The latest major innovation is the 
development of methods for obtaining precise measurements of a third water isotope ratio, δ17O 
[Baker et al., 2002; Barkan and Luz, 2005].  Combined measurements of δ18O and δ17O can be 
expressed with the parameter 17Oexcess.  The 17Oexcess is defined as: 17Οexcess = ln(δ 17O+1) – 0.528 
× ln(δ18O+1), where δ18O and δ17O are unitless ratios; i.e. ln(δ17O+1) = 
ln[(17O/16O)sample/(17O/16O)std)]. The slope of 0.528 is determined from measurements of meteoric 
waters and is referred to as the Global Meteoric Water Line [Barkan and Luz, 2007; Luz and 
Barkan, 2010].  Deviations from the GMWL result from the combined effects of liquid-vapor 
equilibrium fractionation and diffusive fractionation during evaporation [Angert et al., 2004; 
Barkan and Luz, 2007; Landais et al., 2008; Risi et al., 2010]. Variations in 17Oexcess are 
generally several orders of magnitude smaller than variations in δ18O and are conventionally 
expressed in per meg (106) or ppm.  The parameter deuterium excess (dexcess = δD – 8 (δ18O)) is 
commonly used as a proxy for moisture source conditions, but its interpretation is problematic 
because        dexcess is sensitive to both temperature and humidity at the oceanic source site, and it 
is strongly affected by equilibrium fractionation during transport [Jouzel and Merlivat, 1984; 
Cuffey and Vimeux, 2001; Vimeux et al., 2001; Kavanaugh and Cuffey, 2002; 2003].  In contrast, 
17Oexcess is nearly insensitive to evaporation temperature [Barkan and Luz, 2007; Risi et al., 
2010].  It was originally thought to be less sensitive than dexcess to fractionation processes during 
transport and precipitation; this is true at relatively warm temperatures, but like dexcess, 17Oexcess is 
sensitive to ice-vapor kinetic fractionation during snow formation. 
 Both theory and experimental results show that an excess of 17O in meteoric water originates 
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from evaporation of ocean water into under-saturated air and that the 17Oexcess value is negatively 
correlated with relative humidity [Angert et al., 2004; Barkan and Luz, 2007; Luz and Barkan, 
2010]. Variations of δ17O and δ18O stem from the difference in saturation vapor pressures 
between the light and heavy isotopologues, resulting in liquid-vapor equilibrium fractionation at 
the ocean surface, expressed as θeq = ln(17αeq)/ln(18αeq) where (θeq = 0.529), and α is the 
fractionation factor (given as greater than 1).  The greater diffusivity of the light isotopologue 
with respect to the heavy isotopologue leads to kinetic fractionation during vapor diffusion into 
under-saturated air, where θdiff = ln(17αdiff)/ln(18αdiff) = 0.518 [Barkan and Luz, 2007]. 
 The equilibrium isotopic fractionations discussed reflect differences in the masses of 
different isotopologues (i.e., molecules with the same chemistry but different molecular masses), 
which result in differences in chemical and physical properties (e.g., reaction rates, diffusion 
rates, heat capacity, vapor pressure) and impact the rotational, translational, and vibrational 
energy states of the molecule.  Of the three modes of motion available to a molecule, the 
vibrational motion plays the most important role in isotopic fractionation.  The vibrational 
energy is dependent on temperature, and from quantum theory, can occur only at discrete energy 
levels, their values dependent on mass. Even at absolute zero, atoms will vibrate at a ground 
frequency νo, and this ground energy state is referred to as the Zero Point Energy (ZPE). The 
energy of the system is given by (½+n)hνo, where h is Planck’s constant and n = energy level (n 
= 0 for ZPE). The ZPE depends on the masses of the atoms involved, and therefore the energy 
levels will be different for different isotopologues.  For a given quantum number, a bond 
involving a heavier isotope of an element will have a lower vibrational energy level.  In general, 
the energy of a system will be minimized when the heavy isotope occupies the site with the 
stronger bond.  At equilibrium, bonds involving the lighter isotopes are weaker and more readily 
dissociated, and therefore the lighter isotopes of an element are more likely to partake in a given 
reaction. Isotopic equilibrium is achieved when the isotopic composition of each of the reacting 
compounds is no longer changing over time.  
 In the case of water molecules, the bonds between H2

16O are weaker than H2
18O, and thus at 

equilibrium the tendency of H2
16O to be in the vapor phase is greater than that for H2

18O.  At 
equilibrium, the isotopic equilibrium constant (Keq) describes the ratio of the abundances of each 
molecule as follows: Keq = (AX*)(BX)/(AX)(BX*), where AX and BX are two compounds and 
* denotes the heavier isotope of element X.  This expression can be simplified to Keq = 
(X*/X)A/(X*/X)B, which represents the isotope ratio of compound A divided by the isotope ratio 
of compound B.  The isotopic fractionation factor that results from this equilibrium process is 
typically expressed as α, where α = Keq. 
 The term "kinetic fractionation" refers to the degree of fractionation in non-reversible or 
incomplete reactions.  For example, the different molecular diffusion rates of isotopologues yield 
isotopic fractionation effects that will be different, in general, from the equilibrium values. The 
velocity of a molecule depends on its kinetic energy (KE) = ½ mv2, and thus v = √(2×KE)/m. 
Since the diffusion rate of the molecule is related to its mean velocity (v), the molecular 
diffusion rate depends inversely on its mass (e.g., molecular H2

16O diffuses slightly faster than 
H2

18O).  The kinetic isotope effect (α) is described by the ratio of reaction rates for heavy (*K) 
and light (K) isotopologues, where α = *K/K. 

Theoretically, kinetic isotopic fractionation from diffusive transport of water vapor in air 
(θdiff ) should dominate the mean 17Oexcess in water vapor at the ocean surface [Gat, 1996; Angert 
et al., 2004; Barkan and Luz, 2005; 2007; Uemura et al., 2010].  As expected, an excess of 17O 
(positive 17Oexcess) has been measured in meteoric waters, marine vapor, polar snow, and ice 
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cores [Barkan and Luz, 2007; Landais et al., 2008; Luz and Barkan, 2010; Uemura et al., 2010; 
Winkler et al., 2012; Landais et al., 2012b].  Measurements of δ17O and δ18O in meteoric waters 
show an average 17Oexcess of 33 per meg with respect to Vienna Standard Mean Ocean Water 
(VSMOW), normalized to Standard Light Antarctic Precipitation (SLAP), while seawater has an 
average 17Oexcess of –5 per meg (also on the VSMOW-SLAP scale), with more negative values in 
regions of high evaporation [Luz and Barkan, 2010].  Using a simple Rayleigh distillation model 
coupled to a Single Column Model, Risi et al. [2010] showed that the normalized relative 
humidity (hereafter rhn) immediately above the ocean surface is the main factor controlling 
17Oexcess in the marine boundary layer. The rhn is defined as the relative humidity in the free air 
divided by the saturated vapor pressure at ocean surface temperature [Barkan and Luz, 2007; Risi 
et al., 2010; Uemura et al., 2010]. The process of condensation is not expected to alter the initial 
17Oexcess gained in atmospheric vapor above the ocean, as the subsequent rainout occurs with a 
slope at or near 0.528, indicating the combined influences of equilibrium fractionation (θeq = 
0.529) and a relatively small proportion of kinetic fractionation (θdiff = 0.518) [Barkan and Luz, 
2007].  Early work suggested 17Oexcess to be only weakly influenced by kinetic fractionation 
during precipitation over the ice sheet unlike dexcess, and it was therefore expected that 17Oexcess 
could be used as a proxy for humidity at the ocean surface [Barkan and Luz, 2007; Landais et 
al., 2008; Risi et al., 2010].  My modeling results and observational data suggest a larger role for 
kinetic fractionation during snow and ice deposition in the extremely cold interior regions of 
Antarctica. 

The use of 17Oexcess in ice core research is still in the early stages of application.  Previous to 
the research reported here, there were only three published ice core records of glacial-interglacial 
change, and the few measurements of the spatial distribution of 17Oexcess in polar precipitation 
were limited to East Antarctica [Landais et al., 2008; Winkler et al., 2012].  Nor has 17Oexcess 
been routinely incorporated, much less validated, in tracer-enabled GCMs; rather, modeling of 
17Oexcess has been done using relatively simple Rayleigh distillation models like the Mixed Cloud 
Isotopic Model of Ciais and Jouzel, [1994] or combined with a Single Column Model that 
accounts for mixing within the marine boundary layer [Risi et al., 2010].  Recently, the first 
17Oexcess isotope-enabled GCM results were published by Risi et al. [2013] and although 
significant advances are presented, the main conclusion was that current state-of-the-art 
modeling is still unable to reproduce the observational data, emphasizing the need for further 
model development, and additional data for model assessment.  A large part of the apparent 
model-data discrepancy is an artifact of inconsistent normalization techniques; this is addressed 
through adoption of an agreed upon value for δ17O of SLAP, as recommended in Schoenemann 
et al. [2013].  
 
 
Organization 

This dissertation is organized into seven chapters, beginning with the Introduction and 
ending with an Outlook of future research topics.  The middle five chapters include three 
published papers, one chapter of supplementary information, and a fourth paper that is nearing 
submission.  These papers all focus on understanding the fundamental controls of the triple 
water-isotope ratios (δD, δ18O, and δ17O) in the hydrological cycle.  A synopsis of each paper is 
given on the first page of the chapter along with a short description of my contribution to the 
work.  
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Chapter 2 
 

Measurement of SLAP2 and GISP δ17O and proposed  
VSMOW-SLAP normalization for δ17O and 17Oexcess 

 
Originally published in Rapid Communications in Mass Spectrometry 
http://onlinelibrary.wiley.com/doi/10.1002/rcm.6486/full 
 

This paper is focused on the importance of consistent normalization techniques for reporting 
17Oexcess values.  The paper was a culmination of the 17Oexcess method development, refinement 
and optimization of the isotope-ratio mass spectrometry methods, and calibration to internal and 
International Atomic Energy Agency (IAEA) reference standards.  This was an essential 
component of establishing the 17Oexcess water fluorination technique at the UW ∆*IsoLab for the 
production of the West Antarctic Ice Sheet Divide 17Oexcess record.  New measurements of δ17O 
of Standard Light Antarctic Precipitation 2 (SLAP2) and GISP (water sampled from the 
Greenland Ice Sheet Project location) are presented, along with ∆*IsoLab reference waters, 
which independently verified the proposed Global Meteoric Water Line slope originally 
presented by Barkan and Luz [2005]. In comparing our results with other published studies, we 
found that the 17Oexcess value of SLAP and GISP waters varied significantly between labs, and 
that a large part of the discrepancy was due to the lack of an agreed-upon δ17O value and to 
inconsistent normalization methods for correcting δ17O to the VSMOW-SLAP scale.   

We proposed that the accepted δ17O value of SLAP be defined in terms of δ18O ≡ –55.5 ‰ 
and 17Oexcess  = 0, yielding a δ17O value of approximately –29.6986 ‰.  Using this new definition 
for the δ17O of SLAP and a recommended linear normalization procedure, the δ17O value of 
GISP is –13.112 ‰ and the 17Oexcess value of GISP is 28 ± 4 per meg.  We also calculated a 
weighted average of GISP based on measurements from the three most precise labs at the time of 
publication ([Barkan and Luz, 2005; Kusakabe and Matsuhisa, 2008; Schoenemann et al., 
2013]), which resulted in a δ17O value of –13.16 ± 0.05 ‰ and a 17Oexcess value of 22 ± 11 per 
meg for GISP.  More recently, IRMS and laser-spectroscopy based measurements from Berman 
et al. [2013] and Chapter 5 (published in Steig et al. [2014]) validated our GISP δ17O and 
17Oexcess results. 
 

My contributions to this work included refining and optimizing the IRMS, developing the 
water fluorination line, producing the 17Oexcess measurements, analyzing and normalizing the 
data, writing the manuscript, and making all the figures and tables.  Andrew Schauer assisted 
with the VSMOW and VSMOW-SLAP calibration methods, and Eric Steig produced the 
Newton error-analysis for estimating the sensitivity of 17Oexcess to measurement variations in δ17O 
and δ18O.  Eric Steig and Andrew Schauer both contributed significant guidance on the IRMS 
work, and editorial improvements to the manuscript. 
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Measurement of SLAP2 and GISP d17O and proposed VSMOW-
SLAP normalization for d17O and 17Oexcess

Spruce W. Schoenemann1*, Andrew J. Schauer1 and Eric J. Steig1,2

1Isolab, Department of Earth and Space Sciences, University of Washington, Seattle, WA 98195, USA
2Quaternary Research Center, University of Washington, Seattle, WA 98195, USA

RATIONALE: The absence of an agreed-upon d17O value for the primary reference water SLAP leads to significant
discrepancies in the reported values of d17O and the parameter 17Oexcess. The accuracy of d17O and 17Oexcess values is
significantly improved if the measurements are normalized using a two-point calibration, following the convention for
d2H and d18O values.
METHODS: New measurements of the d17O values of SLAP2 and GISP are presented and compared with published
data. Water samples were fluorinated with CoF3. Helium carried the O2 product to a 5A (4.2 to 4.4 Å) molecular sieve
trap submerged in liquid nitrogen. The O2 sample was introduced into a dual-inlet ThermoFinnigan MAT 253 isotope
ratio mass spectrometer for measurement of m/z 32, 33, and 34. The d18O and d17O values were calculated after 90
comparisons with an O2 reference gas.
RESULTS: We propose that the accepted d17O value of SLAP be defined in terms of d18O=!55.5 % and 17Oexcess = 0,
yielding a d17O value of approximately !29.6968%. Using this definition for SLAP and the recommended normalization
procedure, the d17O value of GISP is !13.16" 0.05 % and the 17Oexcess value of GISP is 22" 11 per meg. Correcting
previous published values of GISP d17O to both VSMOW and SLAP improves the inter-laboratory precision by about
10 per meg.
CONCLUSIONS: The data generated here and compiled from previous studies provide a substantial volume of evidence
to evaluate the various normalization techniques currently used for triple oxygen isotope measurements. We recommend
that reported d17O and 17Oexcess values be normalized to the VSMOW-SLAP scale, using a definition of SLAP such that its
17Oexcess is exactly zero. Copyright © 2013 John Wiley & Sons, Ltd.

The stable isotope ratios ofwater and ice are powerful tracers of
the global hydrological system.[1,2] Recently, the development
of a high-precision analytical method for the analysis of the tri-
ple oxygen isotopes of water has provided a new hydrological
tracer: 17Oexcess.[3,4] The stable isotope ratios of water are
expressed in d notation, where d18O and d17O are defined as
R/RVSMOW – 1, where R(18O/16O) and R(17O/16O) are determi-
nations of N(18O)/N(16O) and N(17O)/N(16O), respectively;
abbreviated herein as (18O/16O) and (17O/16O). VSMOW is
Vienna Standard Mean Ocean Water, which was distributed
between 1969 and approximately 2004 by the International
Atomic Energy Agency (IAEA, Vienna, Austria). Combined
measurements of 17O/16O and 18O/16O can be expressed with
the parameter 17Oexcess:

17Oexcess ¼ ln d17Oþ 1
! "

! 0:528% ln d18Oþ 1
! "

(1)

where d18O and d17O are unitless ratios. Variations in 17Oexcess

are generally several orders of magnitude smaller than varia-
tions in d18O values and are conventionally expressed in per
meg (10–6). While oxygen isotopic ratios of natural waters

were historically reported relative to SMOW,[5] using a single
standard fixes only the zero-point of the d scale, and an addi-
tional standard is needed for normalization,[6–8] to account
for inter-laboratory scaling differences.[9] The Consultants’
Meeting on Stable Isotope Standards and Intercalibration in
Hydrology and in Geochemistry[10] recommended that oxy-
gen isotope ratios be normalized on the VSMOW-SLAP scale,
where the consensus value for d18O SLAP (Standard Light
Antarctic Precipitation) is exactly !55.5 % relative to
VSMOW.[7] Due to the consumption of the original VSMOW
and SLAP reference waters, two replacement reference
waters, VSMOW2 and SLAP2, were developed. No signifi-
cant difference between the original and replacement water
d18O and d17O values has been detected[11] and hereafter we
will treat VSMOWand SLAP as synonymous with VSMOW2
and SLAP2 when referring to the normalization of waters on
the VSMOW-SLAP scale.[12] When discussing results of mea-
sured waters we explicitly label them as VSMOW, VSMOW2,
SLAP, or SLAP2.

IAEA recommended that the reference waters VSMOWand
SLAP be measured for both 18O/16O and 17O/16O isotopic
ratios.[13] Since that recommendation, only a few published
values for d17O of SLAP have been published,[3,14–16] and there
is still no agreed-upon SLAP d17O value. Consequently, it has
been routine to report 17Oexcess and d17O values without nor-
malization (e.g.[3,17,18]) to SLAP. This has led to discrepancies
between laboratories carrying out such measurements. A

* Correspondence to: S. W. Schoenemann, Department of Earth
and Space Sciences, University of Washington, Johnson
Hall Rm-070, Box 351310, Seattle, WA 98195–1310, USA.
E-mail: schoes@uw.edu

Copyright © 2013 John Wiley & Sons, Ltd.Rapid Commun. Mass Spectrom. 2013, 27, 582–590
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similar issue was recognized in the 1980s with the normaliza-
tion of hydrogen isotopes, where the measured difference
between two standards was found to vary among different
isotope ratio mass spectrometers; when VSMOW and SLAP
normalization was used, inter-laboratory differences were
significantly reduced.[8,19] In this paper we show that inter-
laboratory differences for 17Oexcess and d17O values are
similarly reduced when a d17O value for SLAP is adopted. We
present recommendations for normalizing d17O SLAP values
based on high-precision 17Oexcess measurements of VSMOW2,
SLAP2, and GISP (Greenland Ice Sheet Precipitation).
Throughout the paper, when we report values relative

to VSMOW and SLAP, we adopt a notation similar to that of
Kaiser[6] where all normalized d values are clearly stated to be
on the VSMOW-SLAP scale, using the form d18Onormalized

s=VSMOW-SLAP,
where the right superscript denotes ’measured’, ’assigned’,
or ’normalized’ and the right subscript denotes sample (s)
normalized to VSMOW-SLAP (s/VSMOW-SLAP). We use the
form d18Os=VSMOW for a sample that is referenced to VSMOW
but has not been normalized on the VSMOW-SLAP
scale. We use the term ’instrument slope’ to refer to the quo-
tient of d18Oassigned

SLAP=VSMOW to d18Omeasured
SLAP=VSMOW occurring within

an individual isotope ratio mass spectrometer. Here, ’measured’
refers solely to the isotope ratio produced directly from the mass
spectrometer and corrected only to VSMOW, without SLAP
normalization. Throughout the paper, all equations are
formatted as simple quantity equations without the commonly
used extraneous factor of 103 or 106, as recommended by the
8th SI Brochure.[20]

EXPERIMENTAL

Measurement methods

Water was fluorinated to produce O2 as previously
described[3,4,21] and the O2 was collected as in Abe.[22] Briefly,
2 mL of water was injected into a 370 &C 15 cm long nickel
column containing 7 g CoF3 converting H2O into O2 and
creating HF and CoF2 as byproducts. Helium carried O2 at
30 mL min–1 through a trap submerged in liquid nitrogen to
collect HF, which was later vented to a fume hood; the NaF
trap originally recommended by Baker et al.[4] was not used.
The O2 sample was collected in a trap for 20 min, and then
transferred to a 14 cm stainless steel cold finger. Both the trap
and cold finger contained approximately 40 mg of 5A (4.2 to
4.4 Å) molecular sieve and were submerged in liquid
nitrogen. To minimize memory effects, following Barkan
and Luz,[3] we injected and discarded a minimum of four
injections when switching between waters with a difference
in d18O value of greater than 5.0 %. The cold fingers were
sealed using a bellows valve (SS-4BKT or SS4H; Swagelok,
Cleveland, OH, USA).
The O2 samples were warmed to 60 &C and expanded for

10 min into the sample bellows through a custom multiport
on a dual-inlet ThermoFinnigan MAT 253 isotope ratio
mass spectrometer (Thermo Electron, Bremen, Germany)
with Faraday cup amplifiers for m/z 32, 33, and 34 of 1%109

Ω, 1%1012 Ω, and 1%1011 Ω, respectively. The custom-
designed multiport used air-actuated bellows valves
(Swagelok SS-4BKT), air pressure control originally intended

for a stock microvolume, and modified ISL scripts. The O2

sample was analyzed for m/z 32, 33, and 34 abundance
ratios to determine d18O and d17O values with reference
to O2 gas (d17Omeasured

s/VSMOW=! 4.319%" 0.009,d18Omeasured
s/VSMOW=

!8.255%" 0.002). Each mass spectrometric measurement
comprised 90 sample-to-reference comparisons. Each of these
comparisons consisted of 26 s of integration and 15 s of idle
time. After every 30 comparisons, the m/z 32 signals of the
sample and reference gases were balanced to 10 V and the
mass spectrometer was peak-centered on m/z 33. The reference
bellows was automatically refilled before each sample to a
pressure that was equal to that of the sample. Over the course
of these measurements the mass spectrometer exhibited an
internal reproducibility of 0.002 %, 0.004 %, and 0.0037 %
(3.7 per meg) for d17O, d18O, and 17Oexcess values, respectively,
where the internal reproducibility was calculated as the standard
error of the mean (s=

ffiffiffiffiffiffiffiffiffiffiffi
n! 1

p
, n=90). The sample reproducibility

associated with each reference water was given by the standard
error (1s) (Table 1) and the d18O precision was of the order of
0.1 %. The waters measured in this study included the CIAAW
(Commission on Isotopic Abundances and Atomic Weights)
primary reference waters (VSMOW2 IAEA No. 284 and SLAP2
IAEA No. 280) and the secondary reference water (GISP IAEA
No. 1756), as well as four in-house reference waters (Penn,
Seattle, WAIS, Vostok) and two reference waters (D57, TALOS)
from the Laboratoire des Sciences du Climat et l’Environnement
(LSCE, Gif –Sur-Yvette, France) (see Table 1).

Normalization methods

Normalization of meteoric waters to both VSMOW and SLAP
has been recommended to eliminate instrumental bias.[7,23]

Whenwe report values relative to VSMOWwithout normaliza-
tion to SLAP, we follow the correction technique given by
Brand[24]:

ds=VSMOW ¼ ds=WG þ dWG=VSMOW þ ds=WG
! "

dWG=VSMOW
! "

(2)

where we measure VSMOW water converted into O2 relative
to our working gas (dVSMOW/WG) and then determine the
working gas with respect to VSMOW using:

dWG=VSMOW ¼ dVSMOW=WG þ 1
! "!1 ! 1 (3)

for both d17O and d18O values.
Normalization to the VSMOW-SLAP scale is as follows:

d18Onormalized
s=VSMOW-SLAP ¼ d18Omeasured

s=VSMOW

d18Oassigned
SLAP=VSMOW

$ %

d18Omeasured
SLAP=VSMOW

$ % (4)

where d18Oassigned
SLAP=VSMOW ¼ !55:5% . We refer to this as the

’traditional linear’ method. We propose normalization of
d17Omeasured

s=VSMOW values to d17Oassigned
SLAP=VSMOW , using the same

’traditional linear’ method as in Eqn. (4):

d17Onormalized Schoenemannð Þ
s=VSMOW-SLAP ¼ d17Omeasured

s=VSMOW

d17Oassigned
SLAP=VSMOW

$ %

d17Omeasured
SLAP=VSMOW

$ %

(5)

where the d17Oassigned
SLAP=VSMOW value is not yet agreed upon.

Measurement of SLAP2 and GISP d17O values
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Table 1. University of Washington-IsoLab measurements of d17O and d18O isotope values of reference waters on the VSMOW-SLAP scale. Stated uncertainties are 1s stan-
dard error of the mean of each sample including chemical preparation for d17O and d18O, and 1s standard deviation for 17Oexcess. n = number of samples. ‘Kaiser’ d17O VSMOW-

SLAP values are normalized to d18Oassigned
SLAP=VSMOW ¼ !55:5% by Eqn. (8), identical to Eqn. (37) in Kaiser.[6] ’Schoenemann’ d17O VSMOW-SLAP values are normalized to

d18Oassigned
SLAP=VSMOW ¼ !55:5% and 17Oexcess = 0 by Eqn. (5) with the d17Oassigned

SLAP=VSMOW calculated using Eqn. (9). Note that we present our d17Omeasured
s=VSMOW and d18Omeasured

s=VSMOW data
to the third decimal place (following e.g. Luz and Barkan[26]) in order to reduce rounding errors and reproducibility of 17Oexcess calculations in this paper.

Sample
waters n

d17Omeasured
VSMOW " 1s
(%)

d18Omeasured
VSMOW " 1s
(%)

17Oexcess VSMOW" 1s
(per meg)
Measured

d17Onormalized
VSMOW-SLAP
(%)

Kaiser

d17Onormalized
VSMOW-SLAP
(%)

Schoenemann

d18Onormalized
VSMOW-SLAP
(%)

trad. linear

17OexcessVSMOW-SLAP" 1s
(per meg)
trad. linear

VSMOW2 20 0.000 " 0.06 0.000 " 0.10 0 0 0.000 0.000 0.000 0 0
SLAP2 19 !28.822 " 0.04 !53.874 " 0.08 !6 " 8 !29.704 !29.699 !55.50 0 0
GISP 20 !12.725 " 0.04 !24.014 " 0.08 27 " 4 !13.115 !13.112 !24.739 28 " 4
WAIS 20 !17.421 " 0.04 !32.783 " 0.07 26 " 8 !17.954 !17.950 !33.773 27 " 8
Vostok 9 !29.659 " 0.07 !55.424 " 0.14 !2 " 8 !30.567 !30.561 !57.097 5 " 8
Seattle 16 !5.578 " 0.03 !10.602 " 0.06 34 " 5 !5.749 !5.748 !10.922 34 " 5
Penn 12 !3.573 " 0.03 !6.814 " 0.06 31 " 5 !3.682 !3.682 !7.020 31 " 5
LSCE D57 2 !16.990 " 0.06 !31.964 " 0.11 16 " 3 !17.510 !17.506 !32.928 17 " 3
LSCE Talos 4 !20.897 " 0.04 !39.123 " 0.07 !46 " 3 !21.536 !21.532 !40.304 !46 " 3
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RESULTS

Table 1 summarizes paired d17O and d18Omeasurements made
at the University of Washington-Isolab (UW) with and without
normalization to VSMOW and VSMOW-SLAP, and using the
various normalization methods discussed above. Figure 1
shows d17Onormalized

VSMOW-SLAP and d18Onormalized
VSMOW-SLAP results from all

UW-analyzed reference waters in Table 1, using ’traditional lin-
ear’ normalization (Eqn. (5)) with 17Oexcess value of SLAP=0;
the best fit line is ln(d17O+1)= (0.5282" 0.0001)% ln(d18O+1) +
0.000023 (95 % confidence intervals). The intercept represents
the average 17Oexcess value of meteoric (Antarctic and North
American) waters with respect to VSMOW and SLAP (Fig. 2).
These results are indistinguishable from independent estimates
of the global meteoric water line slope by Luz and Barkan[26]

(0.528" 0.0001), Meijer and Li[27] (0.5281" 0.0015) and
Kusakabe and Matsuhisa[15] (0.5282" 0.001), confirming that
the definition of 17Oexcess using a slope of 0.528 is appropriate.

All data from Table 1, along with all published d17O and
d18O values of SLAP and GISP, are summarized in Table 2.
Here we limit the review to dual-inlet isotope ratio mass
spectrometry (IRMS), except for one continuous-flow IRMS
study[16] that has comparable precision. We compare the
various normalization methods (Eqns. (3), (4), (5) and (8)).
In columns 4 through 7 of Table 2, we report the published
values of d17Omeasured

s=VSMOW and d18Omeasured
s=VSMOW, and the standard

error of the mean based on number of samples measured. In
column 8, we normalize the d17O values to the VSMOW-
SLAP scale using the ’Kaiser’ (Eqn. (8)) normalization,
while we use the ’traditional linear’ method (Eqn. (4)) to
normalize the d18O values in column 10, where we define
d17Oassigned

SLAP=VSMOW such that SLAP 17Oexcess = 0.
The ’Kaiser’ normalization is useful for comparison among

the published SLAP(s/VSMOW) results in Table 2. After normali-
zation by Eqn. (8), the inter-laboratory agreement in SLAP d17O
and d18O values was significantly improved compared with
the original reported (s/VSMOW) values (SLAP d17O stan-
dard deviation decreased from 0.43 to 0.03 %). The
d17Onormalized Kaiserð Þ

SLAP2=VSMOW-SLAP values measured in our lab were !29.70 %,
in excellent agreement with the ’Kaiser’-normalized values for
d17O SLAP reported in various previous studies: –29.73 %,[6,16]

–29.64 %,[6,14] –29.69 %,[3,6] –29.67 %,[15] –29.67 %,[11]

and SLAP2 –29.68 %.[11] The average d17Onormalized Kaiserð Þ
SLAP=VSMOW-SLAP

value for SLAP from all studies was !29.68" 0.03 % (1s).
Inter-laboratory agreement was also improved for GISP: the
’Kaiser’ normalization reduced the standard deviation for d17O
from 0.24 % for raw measured values to 0.06 %. The ’tra-
ditional linear’ method produced a comparable improvement,
resulting in average GISP values of d17Onormalized Schoenemannð Þ

GISP=VSMOW-SLAP ¼

!13:12" 0:06 % and d18Onormalized Schoenemannð Þ
GISP=VSMOW-SLAP ¼ !24:79"

0:08 % , in excellent agreement with the IAEA d18O value
(!24.78" 0.075 %).

In Table 3, we show 17Oexcess values calculated from all
the data in Table 2. For our ’measured’ SLAP2 reference water
we determined a 17Oexcess VSMOW value of !6" 8 per meg.
Averaging of all the ’measured’ SLAP 17Oexcess VSMOW

values yielded a mean of 15" 28 per meg. The calculated SLAP
17Oexcess VSMOW-SLAP values using the ’Kaiser’-normalized values
(d17Onormalized Kaiserð Þ

s=VSMOW-SLAP andd18Onormalized Kaiserð Þ
s=VSMOW-SLAP ) spanned from!28 to

60 permeg, similar in range to the ’d18OApproximation’ and the
’Kusakabe’VSMOW-SLAP normalized values. An advantage of
the Kaiser[6] method is that is preserves the original measured
17Oexcess from d17Os/VSMOW and d18Os/VSMOW, while adjusting
the d17Os/VSMOW values to the accepted d18OSLAP/VSMOW

(!55.5 %). This is apparent in the comparison of ’measured’
17Oexcess VSMOW versus ’Kaiser’ 17Oexcess VSMOW-SLAP in Table 3.
In the last column of Table 3, the calculated GISP 17Oexcess

VSMOW-SLAP values using the ’Schoenemann’-normalized
technique yield an average of 48" 34 per meg. Note, however,
that most previous work did not report 17Oexcess, and in most
cases there was insufficient data shown to calculate it accurately.
To determine a best estimate for the 17Oexcess VSMOW-SLAP

of GISP, we therefore used the three d17O and d18O datasets
[3,15, this study] that have the best reported precision and the largest
number of measurements to date. The weighted average values
are GISP d17O=!13.16" 0.05 % and 17Oexcess=22" 11 per meg,
as reported in Tables 2 and 3.
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topic composition of all meteoric waters measured and the
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DISCUSSION

Two important findings can be drawn from the data compiled
in Tables 1–3. First, neither our data, nor any other published
results, suggest a 17Oexcess VSMOW value for SLAP that is dis-
tinguishable from zero. This is true regardless of the
normalization procedure used. Second, normalization to the
VSMOW-SLAP scale significantly reduces the inter-laboratory
differences in the measurement of the d17O value of SLAP.
The average d17O value for all ’Kaiser’-normalized measure-
ments (!29.68" 0.03 %) is well within the measurement error
of the value obtained when SLAP 17Oexcess is defined to be
identically zero. Note, however, that ’Kaiser’ normalization
did not greatly improve inter-laboratory differences in mea-
surements of the 17Oexcess of GISP (Table 3). Here, the lack of
a definition of 17Oexcess for SLAP becomes apparent.
Based on these results, we propose that a new procedure for

calculating 17Oexcess be adopted. We recommend normalization
to the VSMOW-SLAP scale using the ’traditional linear’
method, using an assigned d17OSLAP/VSMOW value based on
the accepted d18OSLAP/VSMOWof!55.5% and 17Oexcess = 0. This
requires using the following equation to solve for the assigned
d17OSLAP/VSMOW:

d17Onormalized
SLAP=VSMOW

¼ exp 17Oassigned
excess þ 0:528% ln d18Oassigned

SLAP=VSMOW þ 1
$ %%

! 1
$

(9)

where 17Oassigned
excess ¼0 . This yields d17Oassigned

SLAP=VSMOW¼!29:6986%
approximated to four decimal places. As noted above, the
‘Kaiser’ normalization (Eqn. (8)) becomes identical to the ‘tradi-
tional linear’ formulation of Eqn. (5), using this definition of
d17Oassigned

SLAP=VSMOW.
In contrast, the linear scaling using the log transform of

the d17O and d18O values as recommended in Kusakabe
and Matsuhisa[15] alters the currently accepted d18O
values for all international standards, and is unnecessary
as long as the log definition of 17Oexcess is maintained
(i.e. 17Oexcess ¼ ln d17Oþ 1

! "
! 0:528% ln d18Oþ 1

! "
).

A major advantage of our recommended approach for
normalization of d17O values is that it is straightforward, and
is the same approach that most laboratories currently use for
d18O values. Furthermore, the resulting inter-laboratory differ-
ences in d18O and 17Oexcess values for all other reference waters
are reduced. This is illustrated by the results for GISP in Tables 2
and 3. As expected, the precision of the d18O value of GISP
among the published studies is improved from 0.40 % to 0.08
% when normalization to the VSMOW-SLAP scale is used.
Similarly, when our proposed method of d17O normalization
is employed, the precision of 17Oexcess VSMOW-SLAP of GISP is
improved by ~10 per meg (Table 3).
We note that because there has been no defined value for

the d17O of SLAP, some recent studies[17,18] have used the
d17Os/VSMOW SLAP values reported by Barkan and Luz,[3]

which were based on the assumption of identical instrument
slopes for both d17O and d18O, aswell as a value for d18O SLAP
of !55.11 %, which differs from the recommended IAEA
accepted value of !55.5 %. This complicates comparison of
published 17Oexcess measurements, and also may create
confusion about reported d18O values. Using our recom-
mended normalization approach, the instrument slope in

our laboratory for d17O is !29.6986/–28.822 = 1.0304. This
is very similar to the instrument slope for d18O (!55.5/
–53.874 = 1.0302), but it is not identical. Defining both d17O
and d18O SLAP values makes assumptions about the
instrument slope unnecessary.

Our results also show that the individual precision of the
d18O and d17O values need not be as high as implied in some
previous work (e.g. Barkan and Luz[3]). As noted by Barkan
and Luz,[21] the errors in d18O and d17O values are covary-
ing; therefore, very precise and accurate 17Oexcess mea-
surements can be made even when the individual d18O
and d17O errors are relatively large (e.g. a few tenths of a
per mil). There are several possible sources of correlated
error in d18O and d17 O values: during sample preparation
these include fractionation occurring during equilibrium
phase changes, diffusive fractionation of water, fractionation
of O2 during the freezing of O2; in the mass spectrometer,
fractionation or preferential ionization may occur in the
mass spectrometer source. In all cases, the relationship
between the errors in d18O and d17O values will follow a
slope of about 0.52.[28] It can be shown that the error in
17Oexcess then depends primarily on the difference between
the actual slope of the correlated errors and the slope of
the definition of 17Oexcess: 0.528. For example, in the case
where the relationship between errors in ln(d18O+ 1) and ln
(d17O+ 1) is 0.54, the error in 17Oexcess assuming no indepen-
dent (uncorrelated) errors, is simply given by:

s2xs ¼ 0:54! 0:528ð Þ % ln s18 þ 1ð Þð Þ2 (10)

where, for example, if the measured d18O error s18 =0.36%, the
resulting 17Oexcess error is only sxs =4.3 per meg. This is com-
parable with our measurement reproducibity for SLAP2 and
GISP. In contrast, with uncorrelated errors, the relevant equa-
tion would be s2xs ¼ ln s17 þ 1ð Þð Þ2 þ 0:528 % ln s18 þ 1ð Þð Þ2

$

and assuming s18 =0.36 % and s17=s18/2, we would obtain
sxs = 269 per meg, which is obviously well outside the range
of our measured standard sample reproducibility.

CONCLUSIONS

We have measured the triple oxygen isotopic ratios of meteoric
waters, including VSMOW2, SLAP2, and GISP, using the estab-
lished methods of Barkan and Luz,[3] with the modification
suggested byAbe,[22] where the final O2 collection usesmolecu-
lar sieve/liquid nitrogen rather than liquid helium.We obtain a
meteoric water line with a slope of 0.5282" 0.0001 (standard
error at 95 % confidence limit), indistinguishable from that of
Luz and Barkan,[26] supporting the use of the slope 0.528 in
the definition of 17Oexcess.

The increasingly common use of 17Oexcess in applications
using water isotopes makes it important that there be no
ambiguity in the definition of measurement standards and
normalization procedures among different laboratories.
How one chooses to normalize oxygen isotopic measure-
ments to the VSMOW-SLAP scale has a significant effect
on 17Oexcess. Published 17Oexcess values vary by as much as
33 per meg depending on the practice of normalization.
We recommend using the conventional method of linear
scaling for d17O values that is already commonly used for
d18O values (Eqn. (5)):
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d17Onormalized Schoenemannð Þ
s=VSMOW-SLAP ¼ d17Onormalized

s=VSMOW

d17Oassigned
SLAP=VSMOW

$ %

d17Omeasured
SLAP=VSMOW

$ %

where d17Oassigned
SLAP=VSMOW is defined in terms of the 17Oexcess of

SLAP, which is assigned to be identically 0. The
d17Oassigned

SLAP=VSMOW is then defined precisely as:

d17Oassigned
SLAP=VSMOW ¼ exp 0:528% ln !0:0555þ 1ð Þð Þ ! 1 (11)

This results in an approximate value of d17Oassigned
SLAP=VSMOW ¼

!29:6986%, but we emphasize d17Oassigned
SLAP=VSMOW be defined only

in terms of its assigned d18O and 17Oexcess values.We note that, in
general, reporting d17O and d18O values only to their individual
measurement precision (typically, to two decimal places) is not
adequate for 17Oexcess calculations. Because 17Oexcess can be mea-
sured to significantly greater precision than either d17O and d18O
values,we recommend that 17Oexcess values ofmeasured samples
always be reported when available, rather than reporting only
d17O and d18O values.
The normalization and reporting procedure that we recom-

mend has several advantages over previous approaches. First,
because it defines a value for the d17O of SLAP, inter-laboratory
differences in both d17O and 17Oexcess measurements are
reduced. This is consistent with the original adoption of d18O
of SLAP=!55.5 %, and the recommendation that all d18O
values be normalized to the VSMOW-SLAP scale.[8,29] Second,
the adoption of 17Oexcess of SLAP to be defined as zero is
consistent with all previous results, which cannot distinguish
the 17Oexcess of SLAP (or SLAP2) from zero. Finally, several
published values for the d17O of SLAP have assumed
implicitly the 17Oexcess of SLAP to be zero (e.g. Kaiser[6] and
Franz and Röckmann[25] state that the ’expected’ SLAP
d17O=0.528% ln(d18O+1)).
Laboratories are encouraged to measure the reference

water GISP to ensure proper calibration to the VSMOW-SLAP
scale. When our proposed method of d17O normalization is
employed, the inter-laboratory differences for both d17O and
17Oexcess values for GISP are reduced. Using the most precise
d17O and d18O data from Table 2, we find that the weighted
average value for GISP is d17Onormalized

VSMOW-SLAP ¼ !13:16" 0:05%
and 17Oexcess VSMOW-SLAP = 22" 11 per meg. We do not
recommend adopting a d17O value for GISP but,
based on the most precise and largest number of
measurements available (Barkan and Luz,[3] Kusakabe and
Matsuhisa,[15] and This Study), the GISP 17Oexcess VSMOW-

SLAP value of 22" 11 per meg should be taken as the cur-
rent best estimate.
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Chapter 3 
 

Triple water-isotopologue record from WAIS Divide, Antarctica:  
controls on glacial-interglacial changes in 17Oexcess of precipitation 

 
Originally Published in Journal of Geophysical Research: Atmospheres 
http://onlinelibrary.wiley.com/doi/10.1002/2014JD021770/full 
 
The main text of this paper is in Chapter 3 and the supplementary material makes up Chapter 4. 
 

The primary objective of this work was to determine if the large glacial-interglacial change in 
17Oexcess observed in the Vostok ice core (Landais et al. [2008]) was representative of the 
magnitude of 17Oexcess change for other regions of Antarctica, particularly West Antarctica 
because of its more marine-influenced climate.  The major contribution of this paper was the first 
high-resolution West Antarctic 17Oexcess record, produced for the WAIS Divide (WD) Ice Core 
covering the past 25 kyr. The WAIS Divide 17Oexcess record is also the first ice core record to 
span the entire Holocene period. We also obtained 17Oexcess measurements from limited sections 
of the Siple Dome and Taylor Dome ice cores for the Holocene and glacial periods.  These 
17Oexcess results, combined with recent results from Talos Dome and Dome C (Winkler et al. 
[2012]) provide the most complete spatial and temporal view of 17Oexcess in Antarctica to date.  
Measurements were made using water fluorination techniques and dual-inlet Isotope Ratio Mass 
Spectrometry (IRMS) in the UW ∆*IsoLab.   

Our results from the modern-day ice core samples and Antarctic snow demonstrate that there 
is a strong spatial gradient of decreasing 17Oexcess towards the interior of the continent.  This 
finding was counter to the conventional view of the 17Oexcess spatial gradient based on the 
available measurements from Talos Dome, Dome C and Vostok.  However, the isotopic data for 
the different ice cores had not been consistently calibrated between the various labs, and 
therefore, artificial differences due to discrepancies in normalization had produced an increasing 
17Oexcess gradient from the coast (Talos) to the interior (Vostok).  In this work, all original and 
published δ17O and δ18O data were normalized as recommended by Schoenemann et al. [2013], 
allowing consistent comparison of the data for the first time.  

The work of Winkler et al. [2012] showed that there were different magnitudes of 17Oexcess 
change for the Last Glacial Maximum (LGM, 20-25 ka) to Early Holocene (EH, 9-12 ka) 
periods, and the authors attributed this to different moisture sources for each ice core site, each 
with its own change in the different source relative humdities.  The additional results from WD, 
Siple Dome, and Taylor Dome showed that there is indeed a spatial pattern to the change in 
17Oexcess between glacial and interglacial periods, with sites further inland showing a greater 
magnitude of change, while near-coastal sites indicate little or no change in 17Oexcess.  At WD, the 
LGM to EH change in 17Oexcess is 17 per meg, comparable to the large change of 22 per meg at 
Vostok.   

To interpret the observed changes in 17Oexcess we used the ECHAM4.6 isotope-enabled 
atmospheric general circulation model (GCM) to simulate LGM and present-day Antarctic 
conditions.  To do this we added δ17O to the isotope module, which required updating 
equilibrium and kinetic fractionation factors and tuning the model to match present-day 17Oexcess 
observations.  The model can qualitatively reproduce the observed spatial distribution of modern 
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17Oexcess in Antarctic precipitation, but only when tuned with a higher sensitivity of 
supersaturation to temperature than is commonly used in the literature.   

The LGM to EH model simulations show that kinetic isotope effects during snow formation 
under supersaturated conditions (e.g., very cold temperatures) are best able to explain the spatial 
pattern of LGM to Early Holocene change. Additional GCM experiments show that the 
expansion of sea ice reduces moisture recharge and increases the area over which kinetic 
fractionation can occur, amplifying the effect of colder temperatures, and thereby decreasing 
17Oexcess en-route to Antarctica. We find there is no need to invoke changes in humidity over the 
ocean that are often required to explain dexcess and 17Oexcess data.  Temperature and sea ice 
changes alone are sufficient to explain the observed glacial-interglacial increases in 17Oexcess 
across Antarctica.   
 

This second paper represents the main body of my graduate research. Most of the WAIS 
Divide, Taylor Dome, and Siple Dome 17Oexcess measurements were made by myself, with 
additional help from K. Samek and B. Vanden Heuvel.  I produced the compilation and 
normalization of the previously published datasets.  Qinghua Ding carried out the GCM 
simulations in accordance with my suggestions for experimental design, boundary conditions, 
and fractionation factors.  Andrew Schauer assisted in data analysis protocols to identify outliers 
and to calibrate the 17Oexcess measurements to VSMOW and SLAP over multiple measurement 
periods.  Bradley Markle contributed on techniques to redefine dexcess to the logarithmic form 
(dln), and provided valuable comments on how to best demonstrate the 17Oexcess sensitivity to 
temperature. Eric Steig offered significant editorial and conceptual suggestions to improving the 
manuscript. I wrote the manuscript and supplement, interpreted the 17Oexcess records, analyzed all 
the GCM output, and produced all the figures and tables. 
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Triple water-isotopologue record from WAIS Divide,
Antarctica: Controls on glacial-interglacial
changes in 17Oexcess of precipitation
Spruce W. Schoenemann1, Eric J. Steig1, Qinghua Ding1, Bradley R. Markle1, and Andrew J. Schauer1

1IsoLab, Department of Earth and Space Sciences, University of Washington, Seattle, USA

Abstract Measurements of the 17Oexcess of H2O were obtained from ice cores in West and East Antarctica.
Combined with previously published results from East Antarctica, the new data provide the most complete
spatial and temporal view of Antarctic 17Oexcess to date. There is a steep spatial gradient of 17Oexcess in
present-day precipitation across Antarctica, with higher values in marine-influenced regions and lower
values in the East Antarctic interior. There is also a spatial pattern to the change in 17Oexcess between the Last
Glacial Maximum (LGM) and Holocene periods. At coastal locations, there is no significant change in 17Oexcess.
At both the West Antarctic Ice Sheet Divide site and at Vostok, East Antarctica, the LGM to Early Holocene
change in 17Oexcess is about 20 per meg. Atmospheric general circulation model (GCM) experiments show that
both the observed spatial gradient of 17Oexcess in modern precipitation, and the spatial pattern of LGM to Early
Holocene change, can be explained by kinetic isotope effects during snow formation under supersaturated
conditions, requiring a high sensitivity of supersaturation to temperature. The results suggest that fractionation
during snow formation is the primary control on 17Oexcess in Antarctic precipitation. Variations in moisture
source relative humidity play a negligible role in determining the glacial-interglacial 17Oexcess changes observed
in Antarctic ice cores. Additional GCM experiments show that sea ice expansion increases the area over which
supersaturating conditions occur, amplifying the effect of colder temperatures. Temperature and sea ice
changes alone are sufficient to explain the observed 17Oexcess glacial-interglacial changes across Antarctica.

1. Introduction

Measurements of the stable isotope ratios of water (δD and δ18O) in polar precipitation have long been used
in ice core studies [Dansgaard, 1964; Merlivat and Jouzel, 1979; Gat, 1996; Jouzel et al., 2003]. A recent
innovation is the development of methods for obtaining precise measurements of the third water isotope
ratio, δ17O [Baker et al., 2002; Barkan and Luz, 2005], complementing traditional measurements of δD and
δ18O. Combined measurements of δ18O and δ17O can be expressed with the parameter 17Oexcess:

17Οexcess ¼ ln δ17Oþ 1
� �

� 0:528� ln δ18Oþ 1
� �

(1)

where δ18O and δ17O are unitless ratios defined by δiO = iRsample/
iRVSMOW� 1, and iR is the ratio of isotopologue

H2
iO to the common isotopologue H2

16O. Variations in 17Oexcess are generally several orders of magnitude
smaller than variations in δ18O and are conventionally expressed in per meg (10�6) or ppm.

Like the better known deuterium excess, dexcess = δD� 8× δ18O, 17Oexcess is sensitive to kinetic fractionation.
The dexcess in precipitation has frequently been interpreted as a proxy for moisture source conditions because
it is sensitive to both temperature and humidity during evaporation. However, this interpretation is complicated
by the fact that dexcess is not a conservative tracer in the atmosphere, even under purely equilibrium
conditions [Jouzel and Merlivat, 1984; Petit et al., 1991; Kavanaugh and Cuffey, 2003; Masson-Delmotte et al.,
2008; Uemura et al., 2012]. The theoretical advantage of 17Oexcess is that it is insensitive to evaporation
temperature [Barkan and Luz, 2007; Risi et al., 2010a] and is less sensitive than dexcess to equilibrium fractionation
processes during the formation of snow. In combination with δ18O and dexcess,

17Oexcess offers a potential
means to disentangle the competing effects of fractionation during evaporation, in transport, and during the
formation and deposition of precipitation.

Both theory and experimental results show that an excess of 17O inmeteoric water originates from evaporation
of oceanwater into undersaturated air and is negatively correlated with relative humidity [Barkan and Luz, 2007;
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Luz and Barkan, 2010; Risi et al., 2010a]. Variations of δ17O and δ18O stem from the difference in saturation
vapor pressures between the light and heavy isotopes, resulting in vapor liquid equilibrium fractionation
expressed as θ = ln(17α)/ln(18α), where (θeq = 0.529) and α is the fractionation factor [Matsuhisa et al., 1978].
The greater diffusivity of light isotopes leads to kinetic fractionation, with θdiff = 0.518 [Barkan and Luz, 2007].
Theoretically, kinetic isotopic fractionation from diffusive transport of water vapor in air should dominate
the mean 17Oexcess in water vapor at the ocean surface. As expected, elevated values of 17Oexcess are observed
in marine vapor and in meteoric waters, including polar snow [Gat, 1996; Barkan and Luz, 2005, 2007;
Landais et al., 2008; Uemura et al., 2010].

During snow formation in the polar regions, the condensation of water vapor to liquid or ice typically occurs
above saturation (i.e., >100% relative humidity). In this environment, the vapor pressure surrounding a
water droplet or ice crystal is greater than that of the saturated vapor pressure for the condensing surface,
resulting in supersaturation. In Antarctica, the lack of ice nuclei onto which water vapor can condense
results in highly supersaturated conditions. The strong gradient in vapor pressure between the supersaturated
water vapor and the ice surface favors preferential removal of H2

17O, leaving the remaining vapor enriched
in H2

18O relative to the global meteoric water line (GMWL=0.528). This kinetic fractionation process during
ice crystal formation is due to the greater amount ofmolecular diffusion that occurs for the lighter isotopologue
(H2

17O). Note that relative to H2
16O, both the heavy isotopologues (H2

17O and H2
18O) are still preferentially

removed through equilibrium fractionation and the vapor becomes more depleted in δ17O and δ18O.
Equilibrium fractionation alone would preferentially deplete H2

18O in the water vapor and therefore
result in more positive 17Oexcess values. However, the competing influence of kinetic fractionation under
stronger supersaturation conditions dominates the total effective fractionation. This results in progressively
lower 17Oexcess as condensation proceeds (e.g., for snowfall forming from an air mass moving further into the
Antarctic interior).

The normalized relative humidity (hereafter, rhn) immediately above the ocean surface is the main factor
controlling 17Oexcess in the marine boundary layer, though the degree of turbulence (i.e., the wind speed)
affects the sensitivity [Landais et al., 2008; Risi et al., 2010a]. The rhn is defined as the water vapor concentration
in the free air divided by the saturated vapor concentration at the temperature of the ocean surface [Gat, 1996;
Barkan and Luz, 2007; Uemura et al., 2010; Risi et al., 2010a]:

rhn ¼ rha �
qsat Tað Þ
qsat Tsð Þ (2)

Previous work suggested 17Oexcess to be only weakly influenced by fractionation during precipitation,
and it was therefore expected that 17Oexcess in polar snow and ice could be used as a proxy for the
humidity in the marine boundary layer over the moisture source areas where polar moisture originates
[Barkan and Luz, 2005, 2007; Landais et al., 2008; Luz and Barkan, 2010; Risi et al., 2010a; Winkler et al.,
2012; Landais et al., 2012a]. In particular, Landais et al. [2008] interpreted the 20 per meg 17Oexcess

decrease between the Early Holocene (EH, 12–9 ka) and Last Glacial Maximum (25–20 ka) in the Vostok
ice core to indicate a 20% rhn increase over the average glacial ocean moisture source for East Antarctic
precipitation. However, two additional 17Oexcess records from East Antarctica (European Project for Ice
Coring in Antarctica (EPICA) Dome C and Talos Dome) show smaller degrees of Last Glacial Maximum (LGM)
to EH change than at Vostok. Winkler et al. [2012] showed that this observation made the interpretation
of 17Oexcess change at Vostok as a change in source region rhn problematic. They proposed several
mechanisms: different moisture source regions reflecting different rhn andmoisture trajectories and kinetic
fractionation with a stronger supersaturation sensitivity to temperature, in order to explain the different
17Oexcess evolution between cores. It was suggested earlier by Miller [2008] that the relatively large
magnitude of LGM to EH 17Oexcess change observed at Vostok may reflect the influence of stratospheric
water vapor with a strong anomalous 17Oexcess signature. Interpretation of 17Oexcess in Antarctic ice cores
thus remains ambiguous.

To date, all records of Antarctic 17Oexcess variability have come from East Antarctica. Here we contribute
new 17Oexcess data from West Antarctica, including a ~25,000 year long record from an ice core at the
central West Antarctic Ice Sheet divide (WAIS Divide). We also present new deuterium excess data from
the WAIS Divide ice core. As recommended by Uemura et al. [2012] we adopt a natural log definition of
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dexcess (hereafter, dln). Uemura et al. [2012] calculated a second-order polynomial best fit to the natural log
of the isotopic data from the Global Network of Isotopes in Precipitation and a compilation of Antarctic
isotope data [Masson-Delmotte et al., 2008]:

dln ¼ ln δDþ 1ð Þ �
�
� 2:85�10�2 ln δ18Oþ 1

� �� �2 þ 8:47 ln δ18Oþ 1
� �� �

(3)

The use of dln better accounts for differences in temperature sensitivity of equilibrium fractionation between δD
and δ18O than does the traditional dexcess. The use of dln also reduces the impact of glacial-interglacial changes in
the isotopic concentration of seawater, which requires a significant correction for dexcess [Stenni et al., 2010b].

Together, the new data provide amore complete picture of the spatial distribution of 17Oexcess across Antarctica,
and allow us to better assess the controls on 17Oexcess on glacial-interglacial timescales.

2. Methods

TheWAIS Divide ice core (WDC) was drilled over a 5 year period, reaching a depth of 3405m in 2011. The core
was drilled at latitude 79°28.06′S and longitude 112°05.2′W, about 24 km west of the Ross-Amundsen ice
flow divide and 160 km east of the Byrd Station ice core site. The elevation at the ice core site is 1766m;
the modern accumulation rate is 22 cm a�1 (ice equivalent) and themean annual temperature is approximately
�30°C. The age of the oldest recovered ice is ~68 ka [WAIS Divide Project Members, 2013].

We measured 17Oexcess on the WDC using methods developed by Baker et al. [2002] and Barkan and Luz
[2005, 2007] and described in detail in Schoenemann et al. [2013]. Briefly, water is fluorinated with CoF3 to
produce O2 [Barkan and Luz, 2005], which is then carried by helium to a molecular sieve trap as in Abe [2008].
The O2 sample is analyzed for m/z 32, 33, and 34 abundance ratios on a dual-inlet ThermoFinnigan MAT 253
isotope ratio mass spectrometer (ThermoElectron, Bremen, Germany) to determine δ18O and δ17O values with
reference to O2 gas.

Samples from the WDC were measured every 20 and 10m for Holocene age and glacial age samples,
respectively. The measurements cover from ~25 ka to the present, spanning depths 2600m to 0m in the
WDC. We used both an internal water standard (WAIS Water) and the Vienna Standard Mean Ocean Water
(VSMOW) 2, Standard Light Antarctic Precipitation (SLAP)/SLAP2, and GISP standards from the International
Atomic Energy Agency, measured after every 10–15 samples to calibrate and verify the performance of both
the fluorination line and the mass spectrometer. All samples were reproduced in duplicate or greater. The
measured δ18O and δ17O data were corrected to the VSMOW-SLAP scale using the normalization technique of
Schoenemann et al. [2013]. The reproducibility associated with each sample is given by the population
standard deviation (6 per meg) of the WAIS Water standard (n= 31). In addition to the WDC samples, we
measured 17Oexcess on a limited number of Holocene age and glacial age ice core samples from the Taylor
Dome and Siple Dome ice cores using the same methods. The δ18O and δD on the WDC were measured at a
resolution of 0.5m with a Picarro L1102i using cavity ring down spectroscopy and then normalized to the
VSMOW-SLAP scale [WAIS Divide Project Members, 2013]. The precision of δ18O and δD are 0.09‰ and
0.59‰, respectively, and the propagated error for dexcess and dln values is 0.60‰.

To eliminate interlaboratory differences among published data resulting from different calibrationmethods, we
normalized all previously reported δ17O and δ18O values to the VSMOW-SLAP scale using SLAP δ18O=�55.5‰
and 17Oexcess = 0 per meg, following Schoenemann et al. [2013]. Note that after VSMOW-SLAP normalization,
some values, particularly those far removed from VSMOW, will be different than reported in the original
published work. We provide all original data and data normalized to VSMOW-SLAP in Data S1 in the supporting
information. In the case of the Vostok record from East Antarctica, calibration discrepancies have been noted
between the two laboratories that performed the measurements, Le Laboratoire des Sciences du Climat et
l’Environnement (LSCE) and Institute of Earth Sciences (IES), Hebrew University of Jerusalem [Winkler et al.,
2012; Landais et al., 2012b; Risi et al., 2013]. Long-term repeated measurements show that surface snow at
Vostok is ~3 permeg, about 24 permeg lower than at WAIS Divide [Schoenemann et al., 2013]. In comparing the
Vostok record of 17Oexcess with that fromWDC and other ice cores, we therefore apply an offset of�24 per meg
from the mean of the VSMOW-SLAP-normalized data from Landais et al. [2008]. This is consistent with
measurements of precipitation samples at Vostok, performed at both LSCE and IES [Landais et al., 2012a].
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2.1. Model Simulations

To aid interpretation of the 17Οexcess data, we use the European Center Hamburg atmospheric general
circulation model, ECHAM4.6 [Roeckner et al., 1996]. As used here, ECHAM4.6 has 19 vertical levels and a
horizontal resolution of T42 (2.8° by 2.8°). We modified the water isotope module [Hoffmann et al., 1998] for
ECHAM4.6 by adding an implementation for 17Oexcess and by using the most up-to-date fractionation factors
for the water isotopologues.

Equilibrium fractionation factors for deuterium (2αeq = (HD16O)l/(H2
16O)v) and oxygen-18 (18αeq = (H2

18O)l/
(H2

16O)v) are calculated using the original temperature-dependent values fromMajoube [1971] for T> 273 K,
where l= liquid and v= vapor:

2αeql-v ¼ exp 52:612�10�3 � 76:248 =T þ 24844=T2
� �

(4)

18αeql-v ¼ exp �2:0667�10�3 � 0:4156=T þ 1137=T2
� �

(5)

The most important update is for ice/vapor equilibrium fractionation for temperatures between 233 K and
273 K from Ellehøj et al. [2013]:

2αeqi�v ¼ exp 0:2133� 203:10=T þ 48888=T2
� �

(6)

18αeqi�v ¼ exp 0:0831� 49:192=T þ 8312:5=T2
� �

(7)

17αeqi�v ¼
18αeqi�v

� �0:529
(8)

For (H2
17O)l/(H2

16O)v, the equilibrium fractionation factors are calculated as 17αeq = (18αeq)
0.529 for

temperatures both above and below 273 K [Barkan and Luz, 2005]. The kinetic fractionation factors for the
molecular diffusivity of deuterium (2αdiff ) include the temperature-dependent linear approximation from Luz
et al. [2009] where the relationship between diffusive fractionations of hydrogen and oxygen is:

φdiff ¼ 2αdiff � 1
� �

= 18αdiff � 1
� �

(9)

and the linear approximation of the temperature dependence of φdiff is given by

φdiff Tð Þ ¼ 1:25� 0:02T T in °Cð Þ (10)

For the molecular diffusivity of H2
18O and H2

17O, we use 18αdiff =D(H2
18O)/D(H2

16O) = 1.0096 and
17αdiff = (18αdiff )

0.518 [Barkan and Luz, 2007; Luz and Barkan, 2010]. The value for 18αdiff was determined from
water vapor samples collected over the open ocean, incorporating the influences of wind speed and
molecular turbulence [Uemura et al., 2010]. We note that this value is somewhat higher than values derived
from experimental estimates by Merlivat and Jouzel [1979] (18αdiff = 1.007 for low wind speeds, 1.003–1.005
for rough regimes), which have frequently been used in earlier modeling work.

During snow formation, the kinetic fractionation between vapor and liquid water or ice is calculated as

αkin ¼ S

1þ αeq D
D�

� �
S� 1ð Þ

(11)

where S is the supersaturation parameter, following Jouzel and Merlivat [1984]. The effective fractionation
factor is then given by αeff = αeqαkin. The supersaturation parameter, S, is assumed to be linearly related to
cloud temperature (T). The diffusion constants D and D* represent the diffusion constants for the light and
heavy isotopologue, respectively. The supersaturation dependence on condensation temperature is
defined by S = a� bT, with T in degrees Celsius and where a and b are empirical constants. We use a= 1
and vary b from 0.002 to 0.007, which covers the range of values used previously in both intermediate
complexity isotope models and general circulation model (GCM) studies to capture observed Antarctic
dexcess variability [Kavanaugh and Cuffey, 2003; Schmidt et al., 2005; Risi et al., 2010b; Werner et al., 2011;
Landais et al., 2012b].

In the GCM experiments, the ocean surface water δ18O and δD are set to 0‰, while 17Oexcess is set to �5 per
meg. Luz and Barkan [2010] measured seawater 17Oexcess values ranging from �15 to 5 per meg; however,
none of these measurements were made southward of 32°S, providing little constraint on seawater 17Oexcess

for the Southern Ocean and midlatitude moisture sources. Initial conditions for atmospheric water vapor are
set to 20 per meg, but results are insensitive to this value since the model water vapor quickly approaches
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equilibrium with the ocean. Uemura
et al. [2010] found 17Oexcess vapor
measurements in the Southern Ocean
near Antarctica (60–65°S) ranged from
�8 to 19 per meg; the higher value is
consistent with our GCM simulations.

To simulate present-day precipitation-
weighted δ18O, dln, dexcess, and

17Oexcess,
we initialized the ECHAM4.6
atmospheric general circulation model
with modern boundary conditions
(preindustrial greenhouse gas
concentrations, modern ice sheet
topography, and orbital parameters).
We prescribed a climatological seasonal
sea surface temperature (SST) cycle to
obtain the model’s mean climate. A
second control using an Atmospheric
Model Intercomparison Project-style
configuration (forced by historical ERA-
Interim/ERA-40 SST data) for a 30 year
period showed no significant difference
in the mean. As noted above, a range of
supersaturation sensitivities to
temperature, as used in previously
published model studies [Schmidt et al.,
2005; Risi et al., 2010a; Winkler et al.,
2012; Landais et al., 2012a; Risi et al.,
2013], was evaluated.

To simulate precipitation-weighted δ18O, dln, dexcess, and
17Oexcess for the Last Glacial Maximum (LGM, 21 ka),

we prescribed boundary conditions following the Paleoclimate Modeling Intercomparison Project (PMIP II)
[Braconnot et al., 2007]: LGM ice sheet topography (Ice-5G) [Peltier, 2004], solar insolation [Berger, 1978], CO2

concentration of 185 ppmv, and SST output data from an LGM experiment of the coupled ocean-atmosphere
model CCSM3 [Otto-Bliesner et al., 2006]. As for the modern simulations, we used a range of supersaturation
sensitivities. Each experiment consisted of 30 year integrations where only the last 20 years are used. In
addition to the “LGM” experiments, we performed “LGM-cold” simulations in which a uniform 4°C global
decrease to the LGM sea surface temperature field is applied, in order to better match the high-latitude
temperatures estimated from Antarctic ice core reconstructions.

To complement the LGM and LGM-cold experiments, in which the change in SST and sea ice boundary
conditions is found to play a significant role in the resulting δ18O, dln, dexcess, and

17Oexcess fields, we
performed another set of experiments (Extend-Ice) that use modern boundary conditions but with extended
sea ice. We prescribe an amplified sea ice seasonality, as supported by Collins et al. [2012] for the LGM. In
winter, the edge of sea ice is expanded ~10° north from the edge of the present-day model (July, August, and
September, JAS) sea ice climatology, while in the summer (January, February, and March, JFM) the sea ice
extent is equal to present-day. In the transition seasons (October, November, and December (OND) and April,
May, and June (AMJ)), we extend the sea ice edge by ~5°.

To make comparisons of the isotopic records and model results, we account for the change in δ18O and δD
composition of the ocean during the glacial period resulting from the buildup of continental ice sheets. These
seawater corrections have a considerable influence on the dexcess records and are therefore necessary in order
to interpret the glacial-interglacial dexcess changes [Jouzel et al., 2003; Stenni et al., 2010b]. We find that the dln
definition of dexcess (following Uemura et al. [2012]) reduces the large impact of the isotopic seawater correction

Figure 1. Map of Antarctic ice core locations and surface snow data. The
West Antarctic Ice Sheet Divide ice core (WDC) is marked by the red star.
The relevant sites discussed throughout the text include: Siple Dome (SD),
Taylor Dome (TD), Talos Dome (TLD), European Project for Ice Coring in
Antarctica (EPICA) Dome C (EDC), Vostok (VSK), Dome Fuji (DF), Plateau
Station (SLAP water), EPICA Dronning Maud Land (EDML), and D57. The
West Antarctic sector spans from 70°W to 150°W and the East Antarctic
sector spans from 165°E to 70°W. All locations indicated above are the
same throughout the following figures.
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on dexcess. Seawater-corrected dln and dexcess ice core data are referred-to throughout as dln corr and dxs corr. The
seawater correction for 17Oexcess results in a negligible change (<0.5 per meg), and therefore, we leave
17Oexcess uncorrected.

3. Results
3.1. Ice Core Data

Table 1 compares data from present-day surface snow and Holocene ice at WAIS Divide, Taylor Dome, and
Siple Dome (Figure 1), with previously published data from ice core sites in East Antarctica [Vimeux et al.,
2001; Landais et al., 2008; Masson-Delmotte et al., 2008; Stenni et al., 2010a; Uemura et al., 2012;Winkler et al.,
2012]. For the ice core records, “present-day” is defined as the average value of the past 2 kyr except for
17Oexcess at Taylor Dome (6–2 ka) and EPICA Dome C (EDC) (2–1.2 ka) due to limited availability of samples.

In Figures 2, 3, and 4, we compare 17Oexcess and δ18O for WAIS Divide with the results from Taylor Dome, Siple
Dome, Vostok, Talos Dome, and EDC. The WDC 17Oexcess measurements cover from ~25ka to the present. The
WDC data provide the highest resolution available measurements of 17Oexcess from the LGM through the entire
Holocene. The minimum resolution is four samples per thousand years. Both the individual measurements
(samplemean) and 1σ standard deviation are shown for theWDC record, alongwith aMonte Carlo average cubic
spline and 1σ (6 per meg) standard deviation envelope following the methods given in Schmitt et al. [2012]. In
Figure 3, we show 17Oexcess measurements of Taylor Dome and Siple Dome for the LGM and some Holocene
periods. Included are previously published δ18O records of Taylor Dome and Siple Dome each on their published
timescales [Steig et al., 2000; Brook et al., 2005]. For consistency with previous 17Oexcess studies [Landais et al.,
2008;Winkler et al., 2012], we compare the records for LGM (25–20 ka) and Early Holocene (12–9 ka) time periods.

Our results show that, in general, present-day West Antarctic ice core 17Oexcess samples have elevated mean
annual values compared to those of the East Antarctic interior. This pattern also appears to hold throughout

Table 1. Present-Day (PD) δD, δ18O, dexcess, dln, and
17Oexcess Isotopic Measurements From Snow or Ice Core Samplesa

Ice Core Sample Type PD δD (‰) PD δ18O (‰) PD dexcess (‰) PD dln (‰)
EH 17Oexcess

(per meg) VSMOW-SLAP
PD 17Oexcess

(per meg) VSMOW-SLAP

WDCe ice core �264.35 �33.46 3.32 14.24 29 25
WW UW Isolabf snow �267.44 �33.82 2.64 13.29 –– 27
Siple Domeg ice core �205.38 �26.16 3.89 14.63 –– 21
Taylor Domeh ice core �315.03 �40.17 4.99 14.87 17 ––
D57i snow �258.14 �32.63 2.90 13.76 –– 20
SLAP (Plateau Sta.)j snow �428.00 �55.50 16.00 17.94 –– 0
VW UW Isolabj snow �438.57 �56.56 13.91 12.50 –– 3
Vostokl ice core �441.28 �57.09 15.44 14.28 6c 2b, –8c

Dome Cm ice core �396.66 �50.73 9.16 12.97 19b 23c

Talos Domen ice core �285.62 �36.19 3.92 14.61 0b ––
Dome Fo ice core �426.01 �55.04 14.32 15.65 –– –6c

EDMLp ice core �353.89 �44.82 4.69 11.54 8d ––

aThe present-day is defined as the past 2 kyr average, except for Dome C δ18O, δD (2–1.2 ka), and Siple Dome 17Oexcess (2–1 ka) due to lack of available data. All
17Oexcess data normalized to VSMOW-SLAP scale as in Schoenemann et al. [2013], except EDML 17Oexcess (see supporting information). Note, that for snow, the
present-day consists of multiple years of accumulation to provide the annual average reference water value (e.g., not 2 kyr). Early Holocene (EH= 12–9 ka), except
for Taylor Dome 17Oexcess (6–2 ka) due to lack of available ice core data. The dln values are calculated using equation (3), as in Uemura et al. [2012, equation (A1)].

b17Oexcess measurements performed at LSCE.
c17Oexcess measurements performed at IES.
d17Oexcess unpublished from Risi et al. [2013], not VSMOW-SLAP normalized.
eWAIS Divide Project Members [2013] and this study.
fUpdated from Schoenemann et al. [2013] with more data.
gBrook et al. [2005] and this study.
hSteig et al. [1998b] and this study.
iThis study (reference water from LSCE).
jSchoenemann et al. [2013].
kSchoenemann et al. [2013].
lVimeux et al. [2001] and Landais et al. [2008, 2012a].
mEPICA Community Members [2004], Stenni et al. [2004], and Winkler et al. [2012].
nStenni et al. [2010a], B. Stenni, (personal communication, 2013), Talos Dome (unpublished dexcess data), and Winkler et al. [2012].
oFujita and Abe [2006], and Luz and Barkan [2010].
pEPICA Community Members [2006], Stenni et al. [2010b], Winkler et al. [2012], and Risi et al. [2013].
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the Holocene. The LGM to EH change in 17Oexcess at WAIS Divide is 17 per meg, very similar to that at Vostok
(22 per meg) (Table 2). The 17Oexcess change between LGM and EH at WAIS Divide appears to occur in two
steps, with a first increase beginning around 22 ka, and a second, marked increase at ~15 ka. There is a short
decrease during the Antarctic Cold Reversal (14.5 to 11.9 ka), followed by a period (11.5–9.5 ka) of elevated
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Figure 3. Record of 17Oexcess and δ18O for Siple Dome for LGM and late Holocene (2–1 ka) on the GICC05 age scale [Brook
et al., 2005] and 17Oexcess and δ18O for Taylor Dome for LGM and mid-Holocene (6–2 ka). Note that the Taylor Dome
timescale used is st9810, which has large age errors in the LGM period [Steig et al., 2000].

Figure 2. WDC record of 17Oexcess (black line =Monte Carlo Cubic Spline Average, gray band= 1σ standard deviation) and
δ18O (light gray= original data, dark gray = 200 year average, and blue= 200 year average seawater corrected) on the
WDC06A-7 timescale. We follow the Monte Carlo Averaging (MCA) methods used by Schmitt et al. [2012]. The MCA is
composed of 4000 randomly distributed iterations, with a 100 year resolution, and a cutoff period of 1000 years. All data are
included in the 1σ envelope of 6 per meg [see Schmitt et al., 2012].
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Figure 4. East Antarctic ice core records spanning the LGM (25–20 ka) to Early Holocene (12–9 ka) from Vostok, Dome C, and Talos Dome for 17Oexcess (orange, gray 5
point runningmean) [Landais et al., 2008;Winkler et al., 2012], and δ18O (light gray = original data, dark gray = 200-year average, and blue= 200 year average seawater
corrected) normalized to the VSMOW-SLAP scale. Vostok 17Oexcess record has been shifted down based on UW IsoLab WW�VW difference of 24 per meg. The
17Oexcess data are presented on their originally published age scales: Dome C on EDC3, Talos Dome on TALDICE-1, and for Vostok, the δ18O data have been trans-
ferred to the Lemiuex-Dudon 2010.

Table 2. Change in δ18O, δD, dexcess, and dln From the Last Glacial Maximum (LGM) to Early Holocene (EH) and Present-Day (PD) for Seawater Isotopic Corrected Ice
Core Data (corr)

a

Ice Core Site

LGM-EH
δ18O corr

(‰)

LGM-PD
δ18O corr

(‰)

LGM-EH
dxs corr
(‰)

LGM-PD
dxs corr
(‰)

LGM-EH
dln corr
(‰)

LGM-PD
dln corr
(‰)

LGM
17Oexcess
(per meg)

EH
17Oexcess
(per meg)

LGM-EH
17Oexcess
(per meg)

WDCf �8.04 �9.44 �0.76 �0.67 �4.89 �5.16 12 29 �17
Siple Domeg �8.27 �9.80 0.12 �1.05 �0.79 �2.24 18 21e �3
Taylor Domeh �5.23 �3.55 �2.65 �3.61 �7.06 �7.98 6 17e �11
Vostoki,c �6.96 �5.66 5.02 3.08 �5.67 �7.08 �16 6 �22
EPICA Dome Cj,b �6.95 �6.74 2.07 2.00 �7.77 �7.82 7 19 �12
Talos Domek,b �5.86 �6.84 �3.28 �3.67 �8.24 �9.24 �1.5 0 �1.5
Dome Fl �6.89 �6.20 4.86 4.58 �4.60 �4.19 –– –– ––
EDMLm �6.89 �7.00 2.95 2.57 �3.13 �4.00 6d 8d �2

aLGM (20–25 ka), EH (12–9 ka), and PD (2–0 ka), except for EDC δ18O, δD, and dexcess (2–1.2 ka). All
17Oexcess data normalized to VSMOW-SLAP scale as in

Schoenemann et al. [2013], except EDML 17Oexcess.b17Oexcess measurements performed at LSCE.
c17Oexcess measurements performed at IES.
d17Oexcess unpublished in Risi et al. [2013], from Winkler et al. [2012].
eSiple 17Oexcess PD= (2-1 ka), Taylor 17Oexcess EH= (6–2 ka).
fWAIS Divide Project Members [2013] and this study.
gBrook et al. [2005] and this study.
hSteig et al. [1998b] and this study.
iVimeux et al. [2001], Landais et al. [2008, 2012a],and Risi et al. [2013].
jEPICA Community Members [2004], Stenni et al. [2004, 2010b], Winkler et al. [2012].
kStenni et al. [2010a]; B. Stenni (personal communication , 2013), Talos Dome (unpublished dexcess data), and Winkler et al. [2012].
lFujita and Abe [2006].
mEPICA Community Members [2006], Stenni et al. [2010b], Winkler et al. [2012], and Risi et al. [2013].
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values in the early Holocene. The early Holocene maximum is followed by a long-term 17Oexcess decrease
toward the present (~1 per meg/ka); such a long-term decrease has not previously been identified in
Antarctic ice cores, which generally have not included data more recent than the mid-Holocene.

Together, the multiple data sets show a clear spatial pattern to the change in 17Oexcess between LGM and
Holocene periods, with more coastal sites showing very little change, and sites in the interior showing greater
change. At the low elevation coastal site of Siple Dome, there is no measurable change in 17Oexcess, similar to
the lack of significant change at Talos Dome. At Taylor Dome, 17Oexcess increases by 11 per meg from LGM to
the mid-Holocene, comparable to the change at Dome C.

3.2. Model-Data Comparison
3.2.1. Present-Day Conditions
Figure 5 compares the spatial distribution of present-day 17Oexcess measurements with the modeled spatial
pattern, for different temperature-dependent parameterizations of the supersaturation value (S= a� bT;

cba

Figure 5. (a) Present-day spatial gradient of modeled 17Oexcess using supersaturation parameterization of S=1� 0.002 T, (b) S=1� 0.004 T, and (c) S=1� 0.007 T
from ECHAM4.6, compared to the present-day 17Oexcess ice core data normalized to VSMOW-SLAP as in Schoenemann et al. [2013] from Table 1. Note, the model
output for all three panels has been offset by +20 per meg for straightforward comparison with the ice core values.

Table 3. Site Characteristics of Ice Core Locations for the Present-Day Compared to ECHAM4.6 GCM Control Simulationa

Site Observations Model

Location Latitude (S) Longitude
Elevation
(m MSL)

Distance to
Coast (km)

Current
Accumulation Rate

(mm w.e./yr)

Mean Annual
Surface

Temperature (°C)

ECHAM 4.6
Accumulation

Rate (mm w.e./yr)

ECHAM4.6
Mean Annual Surface
Temperature (°C)

WDCb �79.47 �112.08 1766 585 220.0 �28.5 437.2 �23.0
Siple Domec �81.67 �148.82 621 470 106.1 �24.5 185.1 �25.2
Taylor Domed �77.79 158.72 2365 120 47.4 to 66.3 �37, �41 41.0 �35.5
D57e �68.46 140.00 2000 200 –– –– 521.4 �25.5
Plateau Stationf �79.25 40.55 3625 1100 25.4 �56.4 21.3 �50.0
Vostokg �78.47 106.87 3488 1260 21.8 �57 15.2 �52.3
Dome Ch �75.1 123.35 3233 870 26.9 �54.5 15.7 �49.3
Talos Domei �72.81 159.18 2318 250 80.5 �41, �43 168.2 �27.1
Dome Fj �77.32 39.70 3810 1000 25 to 30 �54.8, �57.7 14.6 �50.0
EDMLk �75.00 0.07 2892 529 60.6 �43.2 51.0 �34.8

aModel output for the 2.8° × 2.8° grid surrounding the ice core latitude-longitude.
bWAIS Divide Project Members [2013] and Orsi et al. [2012].
cBrook et al. [2005].
dSteig et al. [1998b, 2000].
eLegrand and Delmas [1985].
fRadok and Lile [1977].
gPetit et al. [1999].
hEPICA Community Members [2004], Stenni et al. [2004], and Jouzel et al. [2007].
iFrezzotti et al. [2004] and Stenni et al. [2010a].
jWatanabe et al. [2003], Motoyama et al. [2005], and Fujita and Abe [2006].
kEPICA Community Members [2006].
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a=1; b= 0.002, 0.004, 0.007). To make straightforward comparisons between the spatial patterns in the data
and modeling results, we offset the model output (+20 per meg, +4‰, and +3‰) such that the model WAIS
Divide grid cell 17Oexcess, dln, and dexcess values match the real WDC values (27 per meg, 13‰, and 3‰,
respectively).

We find that the best fit for the 17Oexcess spatial pattern is obtained when using large values for b, reflecting a
strong sensitivity of supersaturation to temperature. As shown in Figure 5, using b=0.007, the modeled
spatial pattern captures the higher 17Oexcess values found in West Antarctica (WAIS Divide and Siple Dome)
and also shows relatively high 17Oexcess along the coastal margins of East Antarctica but low values in the
central East Antarctic plateau. In contrast, using moderate and low sensitivity of supersaturation to
temperature (b= 0.004 and 0.002) results in an overestimation of 17Oexcess values in East Antarctica and
fails to reproduce the strong negative spatial gradient observed in present-day 17Oexcess between the
coast and the East Antarctica interior. Indeed, even the b=0.007 model experiments overestimate the
17Oexcess values found at Vostok, Plateau Station (SLAP), and Dome F, relative to those at WAIS Divide. This
could suggest an even greater sensitivity of supersaturation to temperature; however, the magnitude of
this difference is also a function of model resolution and the model bias that tends to produce
temperatures over East Antarctica that are too warm (Table 3) [Hoffmann et al., 1998; Schmidt et al., 2005;
Helsen et al., 2007; Werner et al., 2011].

Comparison of present-day dln data with the model results is shown in Figure 6. We find that, as for 17Oexcess,
the best overall agreement between dln data andmodel simulations occurs with a relatively high sensitivity of
supersaturation to temperature (e.g., b=0.007). We note that most previous model simulations of dexcess
in Antarctica have used lower sensitivity (b= 0.002 to 0.0045) to match present-day data. However, most of
this earlier work was based on fractionation factors for δD and δ18O that were poorly constrained at low
temperature. Our results show that, when the most up-to-date fractionation factors [Luz et al., 2009; Ellehøj
et al., 2013] are used, the dln data are consistent with the greater sensitivity required by the 17Oexcess data.
Lower sensitivities to supersaturation result in very high dln values in the East Antarctic interior, inconsistent
with the data (Table 1 and Figures 6a and 6b).
3.2.2. LGM to Holocene Change
We now consider model-data comparison for the LGM period and for the magnitude of the LGM to Holocene
transition. We use results from the present-day simulations as an approximation of early Holocene conditions.
The limited data available suggest that Early Holocene (EH) 17Oexcess values are generally elevated relative
to present, so that the model calculation of the LGM minus present-day may tend to underestimate the total
isotopic LGM to EH change. Note that, taken at face value, the published data of Landais et al. [2008] compared
with those of Landais et al. [2012a] imply a ~30 per meg decline in 17Oexcess since the Early Holocene. Given the
calibration discrepancies noted above, and the small 17Oexcess difference between EH and present-day at both
Dome C and WAIS Divide, we think this is unlikely. Indeed, assuming that Vostok is similar to Dome C in having
only a modest difference between EH and present-day is consistent with the offset to the published Vostok

cba

Figure 6. (a) Present-day spatial gradient of dln using supersaturation parameterization of S=1� 0.002 T, (b) S=1� 0.004 T, and (c) S=1� 0.007 T from ECHAM4.6,
and present-day ice core dln data from Table 1.
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data suggested by available interlaboratory comparisons. This assumption has no impact on the magnitude of
the glacial-interglacial change.

All model comparisons hereafter are “Experiment”minus “Control” (e.g., LGM minus present-day). In Figure 7
we show the spatial pattern of 17Oexcess and dln change between LGM and present-daymodel simulations, for
different supersaturation parameterizations. As for the modern spatial pattern, the best reproduction of the
observed spatial pattern of LGM to EH 17Oexcess change is achieved with b=0.007. Using this high sensitivity
of supersaturation to temperature captures the large decrease (22 per meg) in 17Oexcess values at Vostok
during the LGM, while also correctly simulating the smaller (~12 per meg) 17Oexcess decreases observed at
Dome C and Taylor Dome. At WAIS Divide, the high-sensitivity LGM simulation underestimates the full
magnitude of the glacial to interglacial 17Oexcess change but correctly predicts the sign. In contrast, lower
values of b result in LGM 17Oexcess values that are of incorrect sign and higher than present in the East
Antarctic interior (for example, an LGM minus EH change of +9 per meg at Vostok, opposite in sign to the
observed �22 per meg change).

The same high-sensitivity value for supersaturation parameter b that best fits the 17Oexcess data also better
captures the observed spatial pattern in dln corr change between the LGM and present-day. The model
pattern is characterized by greater, more negative dln changes in West Antarctica and coastal areas and
relatively small, positive dln changes in the central East Antarctica interior. In contrast, LGM model
simulations using low and moderate supersaturation sensitivities result in larger, positive dln changes in
the East Antarctic interior, contrary to the negative dln corr changes in the ice core data. The high-
sensitivity (b= 0.007) model result shows a uniform decrease in dln values around the periphery of the
continent during the LGM, which is supported by the dln corr ice core data. The model result closely
matches the magnitude of LGM to EH change at EDML and WDC, though it underestimates the LGM
minus EH change in dln corr at Vostok and Dome F.

cba

fed

Figure 7. Model simulations for the LGM (21 ka) minus PD (0 ka) performed by ECHAM4.6 to determine (a–c) 17Oexcess and (d–f ) dln sensitivity to all three super-
saturation values (S=1� 0.002 T in Figures 7a and 7d, S=1� 0.004 T in Figures 7b and 7e, and S=1� 0.007 T in Figures 7c and 7f), compared with the LGM-EH
change in 17Oexcess and dln corr ice core data (Table 2). All experiments were run at T42 (2.8° by 2.8°) resolution.
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For the case of dxs corr, the low and moderate sensitivity LGMminus present-day experiments result in greatly
overestimated change in dxs corr (by 4–6‰) in the central East Antarctic interior, while the high-sensitivity
simulation achieves the spatial distribution of LGM to EH change in dxs corr most consistent with the data,
characterized by lower LGM minus present-day dxs corr values in West Antarctica and coastal regions, and
higher LGM minus present dxs corr values on the East Antarctic plateau (Figure S1). We emphasize that the
seawater correction is such that the glacial-interglacial change of dxs corr in the East Antarctic interior is of
opposite sign to that of dexcess [Stenni et al., 2010b], and the magnitude of change is greatly reduced in West
Antarctica (Figure S2). This potentially confusing change in sign is another reason why in general dln is a more
useful parameter than dexcess.
3.2.3. Dependence on Model Boundary Conditions
The Modern and LGM model results both show that a relatively high sensitivity of supersaturation to
temperature best reproduces the 17Oexcess data. The details of the 17Oexcess response depend on the model
boundary conditions, particularly SST and sea ice cover. We performed two additional sets of experiments to
examine the sensitivity of 17Oexcess to varying these boundary conditions. Here we use only b=0.007, for
comparison with the best results from the LGM and Modern experiments.

A recognized problem with GCMs is the difficulty in simulating cold-enough Antarctic temperatures, both in
modern and LGM simulations [Hoffmann et al., 2005; Schmidt et al., 2005;Masson-Delmotte et al., 2008;Werner
et al., 2011]. To assess the importance of this issue for simulating 17Oexcess, we performed a set of “LGM-cold”
model experiments, where we prescribed a global 4°C decrease to LGM SSTs. Unlike the LGM simulation, the
LGM-cold model experiment produces Antarctic mean surface temperatures that are comparable to
paleoclimate estimates from ice cores [Jouzel et al., 2003]. The magnitude of LGM-cold minus present-day
temperature change on the central East Antarctica plateau is more consistent with the ice core records at
Dome F and Vostok (�8 to�12°C, respectively) than the LGM simulation but results in an unrealistically large
17Oexcess change in this region (Taylor Dome~ 21, Dome C~ 22 per meg, Vostok ~ 32 per meg) (Figure 8b). On
the other hand, the LGM-cold experiment better reproduces themagnitude of LGM to Early Holocene change
in 17Oexcess at WAIS Divide (~14 per meg).

Comparisons between the LGM-cold and LGM experiment show that in general, making the model colder
produces the expected response of greater 17Oexcess changes in the interior resulting from even stronger
kinetic fractionation due to colder temperatures. However, the pattern of 17Oexcess change does not directly
follow the pattern of temperature change, showing that the spatial pattern of 17Oexcess change is not simply a
linear function of temperature. An important aspect of the LGM-cold experiment is that the sea ice extent is
overestimated by (~3 to 12° of latitude, as shown in Figure 9), relative to estimates of LGM sea ice extent from
proxy reconstructions [Gersonde et al., 2005; Collins et al., 2012; Roche et al., 2012]), and this may also affect
the 17Oexcess.

To examine the influence of sea ice extent on 17Oexcess, we performed an additional experiment, “Extend-Ice,”
in which we use modern SST boundary conditions but prescribe amplified sea ice seasonality. In winter, we

cba

Figure 8. 17Oexcess spatial difference maps comparing model simulations for (a) LGM, (b) LGM-cold, and (c) Extend-Ice minus PD (0 ka), using ECHAM4.6 (GCM) with
high sensitivity to supersaturation (S=1� 0.007 T). Note change in color bar scale of �32 to 32, from �22 to 22 in Figure 7.
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extend the model sea ice climatology by ~10°N but keep summer sea ice extent unchanged. Between
summer and winter the sea ice is prescribed to change linearly, extending ~5°N on average for both fall and
spring seasons (Figure 10). Annual average results show that the extended sea ice margin results in a
decrease of 17Oexcess over the entire Antarctic continent, with decreases of 8 to 12 per meg in the Antarctic
interior over Vostok and Dome C, and a decrease at WAIS Divide of ~5 per meg, roughly half the response of
the LGM simulation (Figure 8). The Extend-Ice simulations show a particularly strong decrease in 17Oexcess

over West (~9 per meg) and East Antarctica (~14 per meg) during winter (JAS), as expected due to the
prescribed winter sea ice expansion.

LGM vs. Present-day
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LCM12
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ECHAM

Winter

Summer
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Figure 9. Comparison of LGM (dark gray) and LGM-cold (light gray) ECHAM4.6 winter and summer sea ice extent with
multiple LGM GCM simulations adapted from Roche et al. [2012]. Maximum sea ice extent (>15% sea ice concentration)
for LGM (21 ka) compared with other GCM LGM simulations and proxy data [Gersonde et al., 2005] for (top) winter and
(bottom) summer.
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4. Discussion
4.1. Controls on the 17Oexcess in Antarctic Precipitation

Interpretation of 17Oexcess in Antarctic ice cores has been challenging due to limited and inconsistently-
calibrated data. Our findings show that there is a clear present-day spatial gradient of 17Oexcess across
Antarctica, with higher values in the coastal and marine-influenced regions and lower values in the central
East Antarctic interior. There is a similar spatial pattern to the change in 17Oexcess between the Last Glacial
Maximum (LGM) and Early Holocene (EH) periods, with near-coastal sites showing little or no change in
17Oexcess, while sites further inland—in both East and West Antarctica—indicate a greater magnitude of
change. In the following paragraphs we discuss the implications of these results, with a focus onwhat matters
to 17Oexcess in terms of climate boundary conditions. Sea ice extent emerges as a particularly
important factor.

To illustrate the sensitivity of 17Oexcess to different model boundary conditions, we calculate the zonal annual
average response of 17Oexcess (for b = 0.007), sea ice fraction, surface temperature, and rhn versus latitude for
all the model experiments (Modern, LGM, LGM-cold, and Extend-Ice). We display the West and East Antarctic
sectors separately to allow for regional differences in sea ice concentration and extent (Figures 11 and 12).
The gray bars highlight the latitude of maximum sea ice extent for each model experiment.

Figures 11 and 12 show that for both modern snowfall and for the LGM-EH change, the influence of
supersaturation largely determines how 17Oexcess varies with latitude on the ice sheet. As already noted, the
values used for tuning the sensitivity of supersaturation to temperature spans the range typically used in
most previous work [Hoffmann et al., 1998; Schmidt et al., 2005; Risi et al., 2010b; Landais et al., 2012b], and a
value of b= 0.007 in the standard linear parameterization provides a significantly better match to the data
than lower values. That reasonably good model agreement with dln data during the present-day and LGM is
also achieved with b= 0.007 provides further support for a strong sensitivity of supersaturation
to temperature.

In contrast with the supersaturation effect, ocean surface relative humidity has a limited role in explaining the
17Oexcess of Antarctic precipitation. Normalized relative humidity does determine the initial 17Oexcess value in
the marine boundary layer, and as the model results in Figures 11 and 12 illustrate, 17Oexcess in precipitation
roughly tracks rhn in midlatitudes, beginning to decrease as rhn increases (when going from the equator
towards the poles). However, the humidity-17Oexcess relationship is decoupled at higher latitudes, as the
strong dependence of 17Oexcess on kinetic fractionation increases in importance as colder temperatures are
encountered. Indeed, the present-day latitudinal distribution of 17Oexcess is contrary to that expected if
oceanic moisture source regions control present-day Antarctic 17Oexcess values. In the case of Vostok,
Dome C, and Dome Fuji, for example, the dominant moisture sources are estimated to be from subtropical
to midlatitude oceans [Sodemann and Stohl, 2009], which corresponds with lower rhn and should
therefore result in higher 17Oexcess, whereas lower

17Oexcess is observed. In West Antarctica and coastal

LGM-cold vs. Present-day Extended Ice vs. Present-day LGM  (21ka )  vs. Present-day

cba

Figure 10. (a) Comparison of winter (thin) and summer (bold) sea ice extent for LGM (21 ka) (blue) versus present-day (red) in ECHAM4.6. (b) LGM-cold (21 ka minus
4°C) versus present-day. (c) Extended sea ice (modern day boundary conditions and 10°N expansion of winter-time sea ice) versus present-day. Winter and summer
sea ice calculated as JAS and JFM mean.
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sites in East Antarctica, which tend to receive greater moisture from mid- to high-latitude source regions
with greater rhn, elevated

17Oexcess values are observed, opposite to that expected if rhn were the
determining factor.

It has been argued that observed glacial to interglacial 17Oexcess differences between ice core locations is
due to different oceanic moisture source regions, controlled by their respective surface humidity
[Landais et al., 2008; Risi et al., 2010a; Winkler et al., 2012]. Yet our simulations show that fractionation
under supersaturated conditions alone is sufficient to account for the magnitude of glacial-interglacial
change, provided a relatively strong sensitivity of supersaturation to temperature. In the same
simulations, rhn increases only a few percent over the Southern Ocean moisture source regions (20 to
55°S), too little to account for the simulated 17Oexcess changes, the magnitude of which is clearly
determined by the degree of fractionation in transport. Larger changes (~10%) in rhn do occur over the
sea ice region but are of the wrong sign (i.e., 17Oexcess on the continent decreases when rhn decreases). In
any case, moisture fluxes from the sea ice region are small and do not contribute a significant fraction of
moisture to the continent.

The simple parameterization of supersaturation in terms of temperature does not fully capture all the ice core
observations. Indeed, depending on the supersaturation sensitivity, the modeled LGM versus present-day
17Oexcess change may be underestimated in some locations and overestimated in others. Comparison of the
different model experiments suggests that prescribed sea ice boundary conditions play an important role.
Referring to the gray bars in Figures 11 and 12, which illustrate the maximum latitude of sea ice extent, we
note that there is a marked change in the latitudinal gradient in 17Oexcess that occurs approximately at the
latitude of the sea ice margin. In each of the LGM, LGM-cold, and Extend-Ice experiments, compared with the
Modern experiment, there is correspondence between the location of the maximum sea ice extent and
change in slope of the 17Oexcess gradient.

Although it is difficult to separate the influence of sea ice from the influence of temperature (because the two
are highly correlated), the change in 17Oexcess between each progressively colder model experiment does not
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Figure 11. Modern, Extend-Ice, LGM, and LGM-cold GCM simulations for West Antarctica (70°W to 170°W) annual average
using high supersaturation (S=1� 0.007 T). (a) 17Oexcess versus latitude, gray band marks the range of latitude of
maximum sea ice extent using aminimum threshold of 0.15 ice fraction. (b) Ice fraction for all simulations versus latitude. (c)
Surface temp versus latitude for all three simulations. (d) Normalized relative humidity (rhn %) versus latitude. Note that
the few percent (2–3%) change in rhn over the midlatitude is insufficient to explain the magnitude of 17Oexcess changes
based on~�1 per meg/% rhn from Risi et al. [2010a].
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scale directly with the lower temperatures. Rather, the 17Oexcess gradient steepens for the same respective
change in temperature in each model experiment. For example, in the Modern simulation the zonal average
slope in 17Oexcess is �0.53 per meg/°C for temperatures between �20°C and � 45°C; this increases in
magnitude to �0.63, �0.70, and �0.87 per meg/°C for Extend-Ice, LGM, and LGM-cold, respectively (Figure
S3). Note that the increasing 17Oexcess/temperature gradient also tracks the pattern of greater sea ice fraction
for each colder model simulation. Furthermore, in the Extend-Ice simulation, the strongest response in
17Oexcess occurs during austral fall and winter, the periods of greatest sea ice expansion and maximum ice
extent, while there is no change in 17Oexcess during austral summer (JFM), despite cooler temperatures
relative to the Modern simulation.

These results suggest that 17Oexcess is sensitive to sea ice boundary conditions. The expansion of sea ice in these
experiments influences 17Oexcess in at least two ways. First, expanded sea ice cover increases the meridional
temperature gradient, with the result that poleward traveling air masses reach cold conditions sooner, resulting
in stronger supersaturation and greater kinetic fractionation; this effect largely explains the change in slope of
17Oexcess approximately at the sea ice margin. Second, greater sea ice cover reduces the availability of local
(high-latitude) moisture recharge of relatively enriched 17Oexcess water vapor into the atmosphere. In our model
setup, sea ice concentration is binary (grids are either “on” or “off”) and may not produce realistic estimates of
sea ice concentration change, which would influence the degree to which the moisture-recharge effect is
important. In general, though, both of these influences tend to lower 17Oexcess over the Antarctic continent. As
the process of isotope fractionation acts as an integrator of the entire moisture transport path, changes in both
ice fraction and extent would be expected to have a cumulative impact on the 17Oexcess in precipitation.

4.2. Interpretation of Individual Antarctic 17Oexcess Records

We conclude that the sign andmagnitude of LGM to EH 17Oexcess changes apparent in the ice core time series
can be explained by a common process: strong sensitivity of supersaturation to temperature during kinetic
fractionation. One important implication of this result is that it is unnecessary to invoke the contribution of
stratospheric moisture as an explanation for the Vostok 17Oexcess record. Miller [2008] suggested that, due
to the low annual accumulation and high elevation of the East Antarctic plateau, the large glacial-
interglacial 17Oexcess change at Vostok could reflect input from high-17Oexcess water vapor with a
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Figure 12. Modern, Extend-Ice, LGM, and LGM-cold GCM simulations for East Antarctica (290°E to 160°E) annual average
using high supersaturation (S=1� 0.007 T). (a) 17Oexcess for all simulations versus latitude, gray band same as in
Figure 11. (b) Ice fraction versus latitude. (c) Surface temperature versus latitude. (d) Normalized relative humidity (rhn %)
versus latitude.

Journal of Geophysical Research: Atmospheres 10.1002/2014JD021770

SCHOENEMANN ET AL. ©2014. American Geophysical Union. All Rights Reserved. 16
32



stratospheric source. Yet the LGM to Early Holocene change in 17Oexcess at WAIS Divide is similar to that at
Vostok. Based on present-day downward fluxes [Stohl and Sodemann, 2010; Winkler et al., 2013],
stratospheric water vapor contributes ~10�5 of the 22 cm a�1 annual mean ice accumulation rate at WAIS
Divide, an order of magnitude less than the 0.014% calculated for Vostok by Winkler et al. [2013]. Even if
the contribution of stratospheric input were 10 times greater for WAIS Divide, assuming a stratospheric
17Oexcess signature of ~3000 per meg [Zahn et al., 2006; Winkler et al., 2013], it would change the 17Oexcess

by less than 0.12 per meg.

Ourmodel results additionally show that sea ice extent plays an important role in determining themagnitude
of 17Oexcess changes on glacial-interglacial timescales. In general, greater sea ice extent amplifies the 17Oexcess

response to temperature. In this context, differences among the different ice core sites that are not fully
captured by the model results discussed above are informative.

Taylor Dome and Talos Dome share similar elevations (~2300m) and mean annual temperature (~40°C) and
are in close proximity to one another. These sites are often referred to as “coastal,” since they are both within
less than 300 km from periodically open water. However, their moisture sources are quite different. Back
trajectory modeling shows that Taylor Dome receives more than 60% of its total precipitation from the
Pacific, along a trajectory that crosses over West Antarctica [Scarchilli et al., 2010]; thus, the majority of the
trajectories cross over the ice sheet. Talos Dome receives nearly twice the accumulation of Taylor Dome and
about half of its total precipitation originates from the Indian Ocean; about one third originates from the Ross
Sea [Scarchilli et al., 2010].

At Talos Dome, the model versus data discrepancy is relatively large: the ice core observations show no
change between the LGM and EH, while the model, using b= 0.007 which best fits most other locations,
including Taylor Dome, simulates a change of ~12 per meg for LGM boundary conditions. Based on the
similar LGM-EH δ18O change (~5.5‰) at both Taylor Dome and Talos Dome, we can assume that the
temperature changes were comparable; temperature-driven changes in supersaturation effects on 17Oexcess

should also have been similar. This implies that either the air mass trajectory changes affected Talos Dome
and Taylor Dome differently or that regional boundary conditions were different or both. Note that Talos
Dome is situated upwind of Terra Nova Bay and the Ross Sea Polynya in the western Ross Sea. In winter, the
Ross Sea Polynya contributes significantly to mesocyclonic activity, which favors the advection of moist
maritime air into the interior. Local changes to features like this—which are not captured in the relatively
coarse grid of our GCM simulations—could explain differences between these sites. For example, expansion
of the Ross Sea ice shelf to form the Ross Sea Ice Sheet during the LGM [e.g., Hall et al., 2000]; expanded sea
ice north of the ice sheet margin would have cut off local moisture sources and would perhaps have had a
larger impact on the isotopic composition of precipitation at Talos Dome than Taylor Dome.

The importance of local boundary conditions is also illustrated by comparing the model results for both
Taylor Dome and Talos Dome with those for Siple Dome. The LGM model simulation (b= 0.007) produces a
~12 per meg decrease in 17Oexcess at Taylor Dome and Talos Dome, relative to present-day, but little to no
change at Siple Dome. In the LGM simulation there is a significant increase in sea ice in the western Ross Sea
but no change in the eastern Ross Sea (adjacent to Siple Dome). In the model simulations, local moisture
sources near Siple Dome change little; since this low elevation (600m), truly coastal site is relatively warm and
not subject to significant supersaturation effects, and since rhn does not change significantly between the
two simulations, there is no resulting change of 17Oexcess. This is consistent with the suggestion of Winkler
et al. [2012] that warmer, more coastal sites should be less influenced by the effects of supersaturation and
therefore more faithfully record changes of rhn (or in this case, lack thereof), than more interior sites. In the
actual ice core measurements, there is no evidence of a glacial-interglacial change in 17Oexcess at Siple Dome,
supporting this understanding. Nevertheless, these comparisons also suggest that using 17Oexcess from
coastal sites to infer moisture source changes is likely to be problematic. In general, such sites are more likely
to be influenced by local peculiarities in ocean surface conditions than more interior sites, and therefore,
despite the reduced sensitivity to supersaturation, coastal cores may not provide representative information.
When interpreting 17Oexcess data in detail as additional higher-resolution records are obtained, it will be
important to consider regional details such as air mass trajectories and sea ice concentration.

Finally, some unique features of theWAIS Divide ice core record are noted. As discussed inWAIS Divide Project
Members [2013], the WDC δ18O record shows an early deglacial warming, beginning between 22 and 20 ka.
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East Antarctic ice core δ18O records show little change until a relatively abrupt δ18O increase at ~18 ka. Model
experiments using a symmetric sea ice reduction suggest that the earlier warming at WAIS Divide could
reflect the greater sensitivity of this site to sea ice change [WAIS Divide Project Members, 2013]. Consistent
with this, the WDC 17Oexcess record shows an inflection point occurring at ~22 ka, while 17Oexcess at both
Vostok and Dome C begins to increase between~ 18.5 ka and 17.5 ka. Based on the model experiments
discussed above, we propose that the early increase in 17Oexcess at ~22 ka in WDC results from early
decreasing sea ice extent resulting in a reduced influence of kinetic fractionation on 17Oexcess, owing both to
warmer temperatures, greater local moisture recharge, and less transit distance over sea ice. The difference
between LGM and LGM-cold model experiments show that the response of sea ice can be asymmetric.
Expressions of early deglacial changes in SST and sea ice extent have been identified in other high-latitude
Southern Hemisphere records and are suggestive of greater changes in the Pacific sector than elsewhere
[Kanfoush, 2000; Lamy et al., 2007; Collins et al., 2012], which would contribute to the different timing
signature observed in 17Oexcess between East and West Antarctica.

Another notable feature of the WDC 17Oexcess record is the unambiguous rise in 17Oexcess beginning at
~15 ka. WDC 17Oexcess increases by ~10 per meg over the ~400 year period prior to the Antarctic Isotope
Maximum (AIM) 1 peak in δ18O, which in turn is near-coincident with the rapid increase in δ18O in
Greenland ice cores and the abrupt rise in methane at ~14.7 ka B.P. that defines the beginning of the
Bølling-Allerød warm interval [WAIS Divide Project Members, 2013]. Relative to the background variability in
17Oexcess, the magnitude of the 17Oexcess rise is much larger than seen in the dln (or dexcess) record in WDC,
suggesting a significant change in boundary conditions. We speculate that this reflects a decrease in sea
ice concentration preceding the isotope maximum, as indicated for example by ocean model simulations
of AIM events [Knorr and Lohmann, 2003]. We note that there is a small but significant decrease in the
ssNa concentration during this interval, also consistent with decreasing sea ice [Wolff et al., 2006; WAIS
Divide Project Members, 2013].

During the Holocene (12 to 0 ka) interval, 17Οexcess in WDC varies little compared to the magnitude of
glacial-interglacial change. However, it exhibits a long-term negative trend beginning at ~9 ka. We note
that a similar long-term decrease has been observed in other Southern Hemisphere and SST proxy records
[Lamy et al., 2002; Nielsen et al., 2004; Lamy et al., 2007], which has been suggested to result from
decreasing austral spring orbital forcing and increasing sea ice extent and/or concentration [Steig et al.,
1998a; Hodell et al., 2001; Renssen et al., 2005]. This is again consistent with our finding that sea ice exerts a
significant control on 17Oexcess.

4.3. Implications for Modeling 17Oexcess

The development of 17Oexcess ice core records covering the last glacial-to-interglacial transition, in
combination with dln, provides an important new constraint for water isotope-enabled GCM simulations. The
amount of kinetic fractionation in the model, parameterized by a temperature-dependent supersaturation
function, has a strong influence on the magnitude and sign of the 17Oexcess spatial gradient. As we have
shown, capturing the spatial pattern of glacial-interglacial change in 17Oexcess using the standard linear
parameterization of supersaturation requires greater kinetic fractionation during ice formation than has
typically been used in the literature [Hoffmann et al., 1998; Werner and Heimann, 2002; Schmidt et al., 2005;
Masson-Delmotte et al., 2008;Werner et al., 2011]. However, the linear parameterization for supersaturation as
a simple function of temperature, as used in most work (including that presented here) was developed over
35 years ago, and the choice of a linear dependence on temperature is somewhat arbitrary. Indeed, Jouzel
and Merlivat [1984] also proposed exponential and power law dependencies. The increasing availability of
17Oexcess data should inspire reevaluation of the treatment of supersaturation in GCMs. The routine inclusion
of 17Oexcess within GCMs also has the potential to help improve other aspects of the model hydrological cycle
beyond those related to ice core research, such as the partitioning of water vapor versus ice in clouds, rain
reevaporation during convective downdrafts, and surface evaporative processes [Risi et al., 2008; Landais
et al., 2010; Risi et al., 2010b].

As already noted, all of our model simulations underestimate the mean 17Oexcess over Antarctica. This may
largely reflect uncertainty in the mean seawater 17Oexcess value but may also reflect biases in the model
climatology. In particular, the relatively low model resolution means that the steepness of the Antarctic
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continental margin is underestimated, which may allow greater penetration of marine air mass intrusion into
Antarctica, making the Antarctic interior more influenced by marine sources than it actually is [Noone and
Simmonds, 2004; Ding et al., 2011]. Indeed, we find that the modeled annual precipitation at WAIS Divide is
~50% higher than observed. Analysis of different model resolutions in ECHAM5 by Werner et al. [2011]
showed that, in general, higher-resolution simulations produced better agreement with observational data
sets. In particular, the relationship between dexcess and δD is in much better agreement with the Masson-
Delmotte et al. [2008] Antarctic isotope database in the ECHAM5 T159 simulation.

Although the ECHAM4.6 model qualitatively reproduces both the present-day spatial gradient and the
magnitude of LGM-EH change in 17Oexcess, inconsistencies between the ice core observations and model
experiments highlight the additional work needed. We identify a number of important factors relevant to
accurately simulating 17Oexcess, dln, and dexcess.

First, additional measurements of δ18O, dexcess, and
17Oexcess in laboratory experiments at subzero

temperatures are needed to refine the relationship of temperature-dependent equilibrium fractionation
between all isotope species, which can provide a more solid foundation from which to investigate kinetic
fractionation effects on dexcess (and dln). The benchmark for isotope-enabled GCM validation in polar regions
has been the reproduction of the observed dexcess spatial gradient, in conjunction with the highly depleted
δD or δ18O values. There has been difficulty simulating realistic values of dexcess in the East Antarctic interior,
which typically have too steep a spatial gradient in the simulations. In ECHAM4.6, the inclusion of a
temperature-dependent diffusion fractionation factor for δD [Luz et al., 2009], as well the most up-to-date
equilibrium fractionation factors for δD and δ18O below freezing [Ellehøj et al., 2013] have reduced the steep
spatial gradient, in better agreement with dexcess observations.

Second, a key goal should be to improve the relatively simple kinetic fractionation parameterizations used
in both simple 1-D isotope models and intermediate complexity isotope models, as well as in most GCMs.
In particular, the increased computational capacity available for GCMs permits moving beyond the fairly
simple supersaturation parameterization to explicitly determine supersaturation, dependent on detailed
cloud microphysics (e.g., types of condensation nuclei). The subgrid scale at which phase changes occur
require kinetic fractionation to still be parameterized; however, more advanced parameterizations of
kinetic fractionation are being implemented that better account for convective cloud processes in the
tropical regions [Risi et al., 2008; Blossey et al., 2010; Landais et al., 2010]. Similarly, more sophisticated
parameterizations that incorporate surface kinetic fractionation effects due to differences in water droplet
size, ice crystal morphology (e.g., columnar versus dendritic) are needed. These surface kinetic
fractionation effects may vary greatly between regions where dry deposition of tiny ice crystals (diamond
dust) prevail, like the East Antarctic plateau, compared to wet deposition sites in coastal regions [Nelson,
2011]. The sensitivity of 17Oexcess to kinetic fractionation makes it an ideal indicator for testing such
aspects of the model physics.

The importance of supersaturation in determining the behavior of 17Oexcess and dln (or dexcess) also suggests
that further work must be done to characterize the kinetic fractionation effects during ice crystal formation
on a microscopic level, both with additional empirical lab studies and in situ low temperature/high altitude
measurements. The early study by Jouzel and Merlivat [1984] on kinetic isotope fractionation during snow
formation was performed on the frost grown onto a cooling plate (�20°C) from room temperature (20°C)
without conditions that controlled the supersaturation ratio, resulting in an overestimated supersaturation
ration of 2.00 [Uemura et al., 2005]. Recent work by Uemura et al. [2005] produced experimental conditions
that mimicked those of mixed clouds in which both vapor and supercooled water droplets coexist due to the
realistic temperature range (�12 to �15°C). Their results produced lower supersaturation ratios than Jouzel
and Merlivat [1984], but the range of supersaturation ratios (S = 1.165 to 1.221) at�15°C are consistent with a
higher sensitivity of supersaturation where b> 0.007. Measurements performed at colder temperatures
ranging from �20 to �50°C would be invaluable.

Finally, to improve the interpretation of Antarctic 17Oexcess, more measurements on surface snow and ice
cores from both coastal and interior sites are needed. Acquiring additional 17Oexcess measurements on
transects that span coastal to interior sites, like those obtained by Landais et al. [2008], would provide higher
spatial resolution, important for examining the sensitivity of 17Oexcess to regional details such as coastal
moisture sources (e.g., leads and polynyas) and orographic features.

Journal of Geophysical Research: Atmospheres 10.1002/2014JD021770

SCHOENEMANN ET AL. ©2014. American Geophysical Union. All Rights Reserved. 19
35



5. Conclusions

Our ice core measurements, in combination with those from Landais et al. [2008] and Winkler et al. [2012]
show that there is a strong spatial gradient of 17Oexcess across Antarctica, with elevated values in the coastal
and marine-influenced regions and lower values in the central East Antarctic plateau. The modern spatial
gradient in 17Oexcess is best captured with a strong sensitivity of supersaturation to temperature. The data
also show that there are large changes in the inland regions of both East and West Antarctica, but little
change in the coastal regions over the last deglaciation (LGM to Early Holocene). An atmospheric GCM forced
with LGM boundary conditions, and the same strong sensitivity of supersaturation to temperature that best
matches the modern data, reproduces the observed sign, magnitude, and spatial pattern of LGM to Early
Holocene change in 17Oexcess. We conclude that kinetic isotope effects result from supersaturation of water
vapor over ice dominate the spatial pattern of modern 17Oexcess in Antarctic precipitation as well as the
pattern of change through the last deglaciation. These results imply a limited role of changes in relative
humidity in determining the glacial-interglacial 17Oexcess in Antarctic precipitation and show that the
influence of stratospheric water vapor inputs is probably negligible.

In the GCM experiments, there is correspondence between the latitude of maximum sea ice extent and a
change in 17Oexcess gradient, indicating that the sea ice boundary conditions play a role in controlling
17Oexcess. A principal control on the amount of kinetic fractionation is the temperature gradient between
moisture source and precipitation site, and in our GCM experiments, an effective way to increase the
temperature gradient is by expansion of sea ice. The expansion of sea ice causes poleward traveling
moisture to encounter colder conditions earlier, resulting in the onset of supersaturation conditions, and
initiating a decrease in 17Oexcess. A secondary result of sea ice cover is the reduction of evaporative
moisture recharge to the overlying air mass, which limits the addition of relatively enriched 17Oexcess water
vapor from the high-latitude ocean surface.

Most previous studies have relied on changes in normalized relative humidity at the moisture origin to
explain the observed glacial-interglacial changes in 17Oexcess. Despite the ~10° northward expansion of sea
ice in both the LGM and present-day Extend-Ice experiments, we simulate only minor changes in the relative
humidity at the ocean surface. Furthermore, 17Oexcess over Antarctica does not respond as would be expected
if surface relative humidity were the main driver. Sea ice changes and the associated temperature changes
alone—with no significant change in moisture source humidity—are sufficient to explain the observed
17Oexcess glacial-interglacial changes at most locations in Antarctica where observations exist.

Due to the few 17Oexcess ice core measurements and inconsistently normalized data, interpretation of
17Oexcess in Antarctic ice cores has been challenging. The measurements from the WDC record provide
the first complete 17Oexcess record through the LGM to the present-day, indicating an early deglacial
change in 17Oexcess around 22 ka, an early Holocene optimum from 11.5 to 9.5 ka, and a post EH
optimum period of 17Oexcess decline. We propose that expansion of sea ice during the LGM and post EH
optimum led to the lowering of 17Oexcess during these periods. The response of 17Oexcess at 22 ka, which
predates changes in both 17Oexcess and δ18O in Dome C and Vostok by approximately 4000 years,
suggests an early retreat of sea ice in the southern Pacific Ocean, and supports the findings of WAIS
Divide Project Members [2013] that changes in sea ice extent may explain the early δ18O increases in
WDC at 22 and 20 ka.

Even with strong supersaturation sensitivity and expanded sea ice boundary conditions, we find that our
GCM simulations generally underestimate the magnitude of LGM-EH change in 17Oexcess in the WDC record.
We speculate that reflects a combination of modeled modern temperatures and modeled LGM temperatures
that are too warm; the “LGM-cold” experiment with temperature reduced an additional 4°C supports this
view. Preliminary estimates of the glacial-interglacial temperature change at WAIS Divide from borehole
temperature reconstructions indicate a larger temperature change than simulated in our experiments
(K. Cuffey, personal communication, 2013). This suggests that 17Oexcess could provide an independent
constraint on the magnitude of glacial-interglacial temperature change. However, site-specific differences
between the observed and modeled ice core 17Oexcess data suggest that the climate interpretation of
17Oexcess at particular locations will require assessment of regional circulation patterns, sea ice concentration,
and local meteorological conditions.
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Chapter 4 
 
Supporting Information to: Triple water-isotopologue record from WAIS Divide, 

Antarctica: controls on glacial-interglacial changes in 17Oexcess of precipitation 
 
Originally Published in Journal of Geophysical Research: Atmospheres 
http://onlinelibrary.wiley.com/doi/10.1002/2014JD021770/full 
 
 
This supporting information was published as-is online with the supporting text, tables, and 
figures as individual components.  The supporting information provides details on the correction 
for seawater isotopic composition, normalized relative humidity, VSMOW-SLAP normalization 
of published datasets, and data comparison of LGM to Early Holocene isotopic results. Here the 
supporting materials have been compiled into one single document.   
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Triple water-isotopologue record from WAIS Divide, Antarctica:  
controls on glacial-interglacial changes in 17Oexcess of precipitation. 

 

Spruce W. Schoenemann, Eric J. Steig, Qinghua Ding, Bradley R. Markle, Andrew J. Schauer  

IsoLab, Department of Earth and Space Sciences, University of Washington, Seattle, WA 98195, 
USA 
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1. Correction for seawater isotope composition 
2. Normalized relative humidity 
3. VSMOW-SLAP normalization of published datasets 
4. Data comparison of LGM to Early Holocene 

1. Correction for seawater isotopic composition  

In order to make comparisons of the isotopic records and model results, we must account for the 

change in oxygen-18 (δ18O) and deuterium (δD) composition of the ocean during the last glacial 

period, resulting from the build-up of the continental ice sheets. These isotopic seawater 

corrections have a considerable influence on the dexcess and dln records, and are therefore 

necessary for interpretation of the glacial-interglacial dexcess and dln changes [Jouzel et al., 2003; 

Stenni et al., 2010]. To do this we use the δ18Osw record [Bintanja et al., 2005] reconstructed 

from the marine sediment benthic stacks of Lisiecki and Raymo [2005], which have been 

corrected for deep water temperature effects using an ocean GCM (FigureS4). The δ18Osw record 

provided by Bintanja et al. [2005] has a 100-year resolution; therefore we use this as the 

minimum time interval for the δ18Ocorr and δDcorr records. Implicit in these corrections is that the 

dexcess and dln of the ocean source water at present is zero. Following Jouzel et al. [2003] we 

apply the following corrections: 
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𝛿!"𝑂!"## =   𝛿!"𝑂!"# −   𝛿!"𝑂!"×   1 +   𝛿!"𝑂!"# 10! / 1 +   𝛿!"𝑂!" 10!          Eq. S1 

𝛿𝐷!"## =   𝛿𝐷!"# −   8𝛿!"𝑂!"×   1 +   𝛿𝐷!"# 10! / 1 +   8𝛿!"𝑂!" 10!     Eq. S2 

𝑑!"  !"## =   𝛿𝐷!"## −   8𝛿!"𝑂!"##         Eq. S3 

𝛿!"𝑂!"  !"## =    (ln 1 + 𝛿!"𝑂!"# 10! )10! − (ln 1 + 𝛿!"𝑂!" 10! )10!              Eq. S4 

𝛿𝐷!" !"   =   −2.85  ×  10!! [(ln 1 + 𝛿!"𝑂!" 10! )10!]! + 8.47 [(ln 1 + 𝛿!"𝑂!" 10! )10!] Eq. S5 

𝛿𝐷!" !"##   =    [ln 1 + 𝛿𝐷!"# 10! ]10! − 𝛿𝐷!" !"        Eq. S6 

𝑑!" !"##   =     𝛿𝐷!" !"##   − (−2.85  ×  10!!(𝛿!"𝑂!"  !"##)! + 8.47(𝛿!"𝑂!"  !"##)   Eq. S7 

Note that for dln (the natural log version of dexcess), we use the 2nd order polynomial fit from 

Uemura et al. [2012], with zero intercept. In Figure S2, we show the dexcess and dxs corr data 

compared to the dln and dln corr data for six cores for which full δ18O and δD records are published. 

WDC and EDML show 100-year averages; Siple Dome, Taylor Dome, and Dome Fuji 200-year 

averages, and Vostok 400-year averages. For the marine-influenced sites (WDC and Siple 

Dome) the correction is smaller than for East Antarctic interior sites, as the magnitude of the 

correction is dependent on the amount of distillation, determined to first order by the site 

temperature. Once dexcess has been corrected to dxs corr, it is clear that the apparent LGM to EH 

dexcess increase seen in all cores is largely an artifact of the change in δ18Osw, and furthermore, the 

dxs corr data show an inconsistent response between coastal and interior sites. On the other hand, 

dln corr data show a more consistent response between ice cores sites during the LGM to EH 

transition. Note that the magnitude of scaling between dexcess and dln is different due to the 

different definitions.  We find that the dln definition of dexcess reduces the large impact of the 

isotopic seawater correction on dexcess, providing more reliable spatial estimates of the glacial-

interglacial change [Stenni et al., 2010; Uemura et al., 2012]. 
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2. Normalized Relative Humidity 

The normalized relative humidity directly above the ocean-air interface is the dominant factor 

controlling 17Oexcess in the marine boundary layer [Landais et al., 2008]. The normalized relative 

humidity (rhn) is defined as the ratio of water vapor concentration in the near-surface air divided 

by the saturated vapor concentration at the temperature of the ocean surface [Gat, 1996; Barkan 

and Luz, 2007; Risi et al., 2010; Uemura et al., 2010]: 

    rhn=  rha×
!!"#  (!!)
!!"#(!!)

=    !(!!)
!!"#(!!)

× !!"#  (!!)
!!"#(!!)

=    !(!!)
!!"#(!!)

              Eq. S8 

where rha is the relative humidity of the near-surface air, q = specific humidity, qsat = saturated 

specific humidity, Ta = air temperature (K), and Ts = surface temperature (K).    

To determine the rhn in the ECHAM4.6 model simulations, we use the lowest level (2 m) 

specific humidity, q(Ta), of the atmosphere and the standard calculation for relative humidity (e.g. 

Large and Vertenstein, 1995), but substitute the surface temperature (Ts) for air temperature in 

the denominator: 

rhn=  𝑞(𝑇!)/(640380/exp(5107.4/𝑇!))                    Eq. S9 

The importance of making such a calculation is that under conditions where the near-surface air 

is cooler than the ocean surface temperature, rhn will be lower than rha. The difference is 

apparent in the ECHAM4.6 zonal annual averages shown in Fig. S5. Once the Antarctic 

continent is encountered, a temperature inversion begins where the surface temperature is colder 

than the overlying surface air, causing rhn to become very large. Note that the surface moisture 

fluxes are very low over the continent, so that the large rhn has little impact on 17Oexcess. 
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3. VSMOW-SLAP Normalization of published datasets 

For comparison of published 17Oexcess records from different laboratories, we normalize the δ17O 

and δ18O data to the VSMOW-SLAP scale, as in Schoenemann et al. [2013], where SLAP δ18O = 

–55.5 ‰, SLAP 17Oexcess = 0, and VSMOW δ17O = δ18O = 0.  The Vostok 17Oexcess record was 

produced at the Institute of Earth Sciences (IES), Hebrew University of Jerusalem, and therefore 

we use the SLAP δ18O and 17Oexcess values reported in Barkan and Luz, [2005] to normalize the 

data to the VSMOW-SLAP scale.  This normalization lowers the published Vostok 17Oexcess 

values by 7 per meg for data where the δ18O values are at –55.5 ‰.  The normalization results in 

LGM–EH change in 17Oexcess of 22 per meg, slightly larger than the 20 per meg given in [Landais 

et al., 2008]. We apply an offset to the entire Vostok 17Oexcess VSMOW-SLAP record based on the 

present-day UW Isolab WAIS Water–Vostok Water difference of ~24 per meg (Figure 4), 

bringing the Vostok EH values into better agreement with present-day Vostok values measured 

at IES, LSCE and UW Isolab (Table 2).  

The 17Oexcess records for EDC and Talos Dome were measured at Le Laboratoire des Sciences du 

Climat et l'Environnement (LSCE) [Winkler et al., 2012]. The original 17Oexcess values were 

corrected by LSCE to be in agreement with the Dome F water standard measured at both IES and 

LSCE, which had a 22 per meg difference between labs [Winkler et al., 2012]. This was done by 

applying a correction of –22 per meg for EDC and –15 per meg for Talos Dome to the original 

17Oexcess data (R. Winkler, personal communication, 2013). After accounting for this offset to the 

original 17Oexcess data, we used the uncorrected SLAP and the VSMOW-corrected SLAP values 

reported in Landais et al. [2012] to normalize EDC and Talos Dome to the VSMOW-SLAP scale. 

The normalization lowers 17Oexcess values by ~26 per meg for data where the δ18O values are –

55.5 ‰.  The result of this normalization on 17Oexcess is larger for EDC than for Talos Dome 
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because EDC δ18O is further from VSMOW. These corrections result in a larger LGM–EH 

change in 17Oexcess at EDC of 12 per meg compared with the 9 per meg, and a LGM–EH change 

at Talos Dome of ~ –1.5 per meg compared with the value of 1 per meg in the published data file 

[Winkler et al., 2012].   

The data set “Normalized_17Oxs_LGM-EH_01.xlsx” contains the normalized VSMOW-SLAP 

values from this study for WDC, Siple Dome, Taylor Dome, along with the published δ17O, δ18O, 

and 17Oexcess values for Vostok, EDC, and Talos Dome, as shown in Figures 2, 3, and 4 in the 

main text.  Deuterium excess and dln data are also included for each ice core. 

4.  Data Comparison of LGM to Early Holocene 

To determine the significance of the LGM to EH 17Oexcess change for all ice cores we use a two-

sample t-test with a 95 % confidence interval.  We perform the test under the assumption that the 

population variances are approximately equal, as supported by the standard deviations for each 

period.  In Table S1 we provide the VSMOW-SLAP normalized 17Oexcess values for the LGM 

and EH, the number of samples and the 1 sigma S.D. for each time period. The final two 

columns show the p-value and pooled sample standard deviation.  The results of the statistical 

analysis show that the LGM to EH change for all cores is significant (at 95 % confidence), 

except for Siple Dome and Talos Dome. 
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Supplementary Figures and Tables 

Table S1 Comparison of 17Oexcess ice core data for the Last Glacial Maximum (LGM) to Early 
Holocene (EH) and Present-Day (PD) change for WDC, Siple Dome, Taylor Dome, Vostok, 
EDC, and Talos Dome. The table includes the number of samples, the 1σ sample S.D, and results 
of a two tailed t-test that includes the 95 % confidence level (p-value) and pooled sample 
standard deviation. 

Fig. S1 Model experiments for the LGM (21 ka) minus PD (0 ka) performed by ECHAM4.6 
GCM to determine dexcess sensitivity to all three supersaturation values (a) S = 1–0.002T, (b) S = 
1–0.004T, and (c) S = 1–0.007T, compared with the LGM to EH change in dxs corr ice core data 
(Table 3). All experiments were run at T42 (2.8˚ by 2.8˚) resolution.  

Fig. S2 Comparison of dexcess (upper panel) and dln (lower panel) data corrected for seawater 
isotopic composition based on the δ18Osw record [Bintanja et al., 2005] for all ice cores discussed 
in text, excluding Taylor Dome and Talos Dome (not published data). Original dexcess and dln data 
are shown in light grey with dark grey averages (WDC and EDML 100-yr; Siple Dome, EDC, 
Dome F, 200-yr; Vostok, no average).  The dxs corr and dln corr  data are shown for the respective 
average in black, except for Vostok (original 400-yr resolution). Note the scale for all dexcess plots 
is (12 ‰) and for dln (20 ‰), due to the different definitions. Light blue bars show the LGM 
period (25-20 ka); red bars show the EH period (12–9 ka). 

Fig. S3 Calculation of the zonal annual average slope in 17Oexcess for the temperature range 
between –20˚C to – 45˚C for each model simulation. Modern (red), Extend Ice (light blue), LGM 
(blue), LGM-cold (dark blue) and their respective slopes: –0.53, –0.63, –0.70, and –0.87 per 
meg/˚C. Note the increasing sensitivity of 17Oexcess to temperature as sea ice extent expands in 
each colder experiment. 

Fig. S4 The δ18Osw (‰) record from Bintanja et al. [2005] used to correct the ice core records for 
seawater isotopic composition changes during the glacial period due to increased continental ice 
volume.  

Fig. S5  (a) The zonal annual average relative humidity (rha (%), blue) and normalized relative 
humidity (rhn (%), dashed blue) for the ECHAM4.6 GCM control simulation vs. latitude (20 to 
75˚S), (b) the rhn – rha difference (%), and (c) the zonal annual average surface temperature (Ts) 
and near-surface air temperature at 2 meters (Ta) in ˚C.  
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Table S1: Ice core 17Oexcess data comparison of Last Glacial Maximum (LGM) to Early Holocene (EH) change 

 
                  

Ice Core Site 

LGM      
17Oexcess 
(per meg) 

LGM      
# of 
samples 

LGM       
± 1σ    
(per meg) 

EH           
17Oexcess 
(per meg) 

EH         
# of 
samples 

EH            
± 1σ          
(per meg) 

LGM-EH   
17Oexcess 
(per meg) 

Two-
tailed t-
test,      
p-value 

Two-tailed  
t-test, 
pooled 
S.D.   

WDC 12 13 4.3 29 18 5.2 –17 <0.001 4.9 
Siple Dome 18c 10 5.0 21 4 6.0 –3d 0.2577 5.0 
Taylor Dome 6c 4 5.5 17 11 2.2 –11d <0.001 3.3 
Vostokb –16 13 4.9 6 13 5.8 –22 <0.001 5.4 
Dome Ca 7 11 9.7 19 17 8.0 –12 0.002 8.7 
Talos Domea –1.5 6 8.6 0 13 8.0 –1.5 0.745 8.1 

a  Measurements performed at LSCE 
b  Measurements performed at IES 
c  25 to 19.5 ka 
d  Siple 17Oexcess PD = (2-1 ka), Taylor 17Oexcess EH = (~6-2ka) 
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Chapter 5 
 

Calibrated high-precision 17Oexcess measurements using cavity ring-down  
spectroscopy with laser-current-tuned cavity resonance 

 
Originally Published in Atmospheric Measurement Techniques 
http://www.atmos-meas-tech.net/7/2421/2014/ 
 
 

The focus of this work was to develop a new laser spectroscopy instrument for making high-
precision 17Oexcess measurements, and compare it with conventional IRMS techniques.  This work 
originated out of collaboration between Vasileios Gkinis at the University of Copenhagen, Eric 
Steig at University of Washington, and Picarro Instruments of Santa Clara, CA.  Early on, it was 
clear that evaluation of the prototype instrument would benefit from analyzing waters that had 
previously been measured by IRMS, and therefore my experience was solicited to develop 
methods for water sampling and to improve measurement precision of the prototype.  Testing of 
various water sample introduction and measurement techniques led to multiple iterations of the 
prototype instrument over a three-year period.  Furthermore, additional IRMS 17Oexcess 
measurements of new reference waters were required due to the large volumes of water needed 
by the Picarro sample introduction system and for long-term drift experiments.   

The new triple water-isotope instrument uses cavity ring-down spectroscopy (CRDS) with 
laser-current-tuned cavity resonance which results in reduced measurement drift relative to 
previous versions.  The advantage of laser absorption spectroscopy is the ability to make direct 
measurements of the water isotopologues in the water-vapor sample.  We show that the 
instrument can achieve better than 8 per meg precision on water-vapor samples when integrated 
over a period of 30 minutes.  Compared to the traditional water fluorination techniques that 
require 30 min or more per sample and the dual-inlet mass-spectrometric analysis time of ~3 h, 
this new laser-based approach is significantly less time-consuming and more consistent.  The 
new laser-spectroscopic methods offer increased sample throughput with competitive precision 
and accuracy, provided that proper calibration methods are employed.   
 Calibrated CRDS measurements of the UW ∆*IsoLab and International Atomic Energy 
Agency (IAEA) reference waters show excellent agreement with the IRMS measurements by 
Schoenemann et al. [2013].  In particular, 17Oexcess measurements of GISP water by CRDS give a 
value of 27± 4 per meg, compared to the 28 ± 2 per meg by IRMS.  Furthermore, concurrent 
work by Berman et al. [2013] using different laser-spectroscopic methods reported a GISP value 
somewhat lower than ours (23 ± 2), along with IRMS measurements from John Hopkins 
University (25 ± 3), and Le Laboratoire des Sciences du Climat et l'Environnement (32 ± 6),  
which were all normalized to the VSMOW-SLAP scale proposed by Schoenemann et al.  [2013].  
The mean VSMOW-SLAP normalized value for GISP for all recent measurements from the four 
different laboratories (Berman et al. [2013], Schoenemann et al. [2013], Steig et al. [2014]) is 
17Oexcess = 28 ± 3 per meg, which attests to the reliability of the  high-precision IRMS 
measurements produced here at UW, and that inter-laboratory agreement is improved when 
VSMOW-SLAP normalization methods are adopted. 
 

My contribution to this work included method development for measuring samples on the 
CRDS prototype instrument, data analysis, additional IRMS 17Oexcess measurements, and 
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significant discussions with the lead authors on the sections referring to comparisons between 
IRMS and CRDS techniques.  I reviewed multiple drafts of the paper, wrote a key section on the 
IRMS/CRDS comparison, and made substantive editorial comments and clarifications 
throughout. 
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Abstract. High-precision analysis of the17O /16O isotope
ratio in water and water vapor is of interest in hydrological,
paleoclimate, and atmospheric science applications. Of spe-
cific interest is the parameter17Oexcess (117O), a measure
of the deviation from a linear relationship between17O /16O
and18O /16O ratios. Conventional analyses of117O of wa-
ter are obtained by fluorination of H2O to O2 that is ana-
lyzed by dual-inlet isotope ratio mass spectrometry (IRMS).
We describe a new laser spectroscopy instrument for high-
precision 117O measurements. The new instrument uses
cavity ring-down spectroscopy (CRDS) with laser-current-
tuned cavity resonance to achieve reduced measurement drift
compared with previous-generation instruments. Liquid wa-
ter and water-vapor samples can be analyzed with a bet-
ter than 8 per meg precision for117O using integration
times of less than 30 min. Calibration with respect to ac-
cepted water standards demonstrates that both the precision
and the accuracy of117O are competitive with conventional
IRMS methods. The new instrument also achieves simul-
taneous analysis ofδ18O, δ17O and δD with precision of
< 0.03 ‰, < 0.02 and< 0.2 ‰, respectively, based on re-
peated calibrated measurements.

1 Introduction

Measurements of the stable isotope ratios of water are ubiq-
uitous in studies of earth’s hydrological cycle and in paleocli-
matic applications (Dansgaard, 1964; Dansgaard et al., 1982;

Johnsenet al., 1995; Jouzel et al., 2007). Isotopic abundances
are reported as deviations of a sample’s isotopic ratio relative
to that of a reference water, and expressed in theδ notation
as

δi
=

iRsample
iRreference

−1, (1)

where 2R = n(2H)/n(1H), 18R = n(18O)/n(16O), 17R =

n(17O)/n(16O), andn refers to isotope abundance.
One important innovation was the development by Merli-

vat and Jouzel (1979) of a theoretical understanding of “deu-
terium excess”:

d = δD − 8(δ18O), (2)

whereδD is equivalent toδ2H. The deuterium excess is com-
monly used as a measure of kinetic fractionation processes.
For example, deuterium excess variations from ice cores have
been used to infer variations in evaporative conditions over
the ocean surface areas from which polar precipitation is de-
rived (Johnsen et al., 1989; Petit et al., 1991; Vimeux et al.,
2001; Masson-Delmotte et al., 2005).

The δ18O andδD isotopic values can be experimentally
determined via a number of isotope ratio mass spectrome-
try (IRMS) techniques. Forδ18O, equilibration with CO2 has
been the standard method for many decades (Cohn and Urey,
1938; McKinney et al., 1950; Epstein, 1953). ForδD, re-
duction of water to H2 over hot U (Bigeleisen et al., 1952;
Vaughn et al., 1998) or Cr (Gehre et al., 1996) has typically
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been used. Simultaneous determination ofδ18O andδD was
made possible via the development of continuous-flow mass-
spectrometric techniques utilizing conversion of water to CO
and H2 in a pyrolysis furnace (Begley and Scrimgeour, 1997;
Gehre et al., 2004).

A recent innovation is the measurement of the difference
betweenδ18O andδ17O at sufficiently high precision to de-
termine very small deviations from equilibrium. In general,
the nuclei mass differences of+1n0 and+2n0 (n0 denotes a
neutron) imply that the fractionation factor forδ17O between
two different phases will be approximately the square root of
the fractionation factor forδ18O (Urey, 1947; Craig, 1957;
Mook, 2000):

17Ra
17Rb

=

( 18Ra
18Rb

)λ

, (3)

whereλ = 0.5010–0.5305 (Kaiser, 2008) and the subscripts
“a” and “b” refer to different phases or samples. For isotopic
equilibrium, the value ofλ will approachθ , given theoreti-
cally by the ratio of the partition functions (Q), which in the
limit of high temperature approaches a constant value given
as follows (Matsuhisa et al., 1978):

θ =
ln(Q17/Q16)

ln(Q18/Q16)
=

1
m16

−
1

m17

1
m16

−
1

m18

= 0.5305, (4)

wherem16 is the atomic mass of16O,m17 is that of17O, etc.1

By analyzing a set of meteoric waters, Meijer and Li
(1998) estimated the value ofλ to be 0.528. Barkan and
Luz (2005) used careful water equilibrium experiments to
determine an equilibrium value forλ of 0.529, while Barkan
and Luz (2007) showed thatλ is 0.518 under purely diffu-
sive conditions, in good agreement with theory (Young et al.,
2002). Thus, the Meijer and Li (1998) value of 0.528 for me-
teoric waters reflects the combination of equilibrium and dif-
fusive processes in the hydrological cycle.

Based on these observations, Barkan and Luz (2007) de-
fined the17O excess parameter as the deviation from the me-
teoric water line with slope of 0.528 in ln(δ+ 1) space:

117O = ln(δ17O+ 1)− 0.528ln(δ18O+ 1). (5)

Like deuterium excess,17O excess is sensitive to kinetic frac-
tionation but, unlike deuterium excess, it is nearly insensitive
to temperature and much less sensitive thanδD and δ18O
to equilibrium fractionation during transport and precipita-
tion. Natural variations of117O in precipitation are orders
of magnitude smaller than variations inδ18O and δD and
are typically expressed in per meg (10−6) rather than per mil
(10−3).

1Note that the precise atomic masses should be used.
m16 = 15.99491462230± 0.00000000016, m17 = 16.9991317±
0.0000012, andm18 = 17.9991610± 0.0000070 (Audi et al.,
2003).

The potential of117O in hydrological research is signif-
icant because it provides independent information that may
be used to disentangle the competing effects of fractionation
during evaporation, in transport, and in the formation and
deposition of precipitation (Landais et al., 2008; Risi et al.,
2010; Schoenemann et al., 2014). It also has applications in
atmospheric dynamics because of the importance of super-
saturation conditions that, during the formation of cloud ice
crystals, impart a distinctive isotope signature to water vapor
(e.g., Blossey et al., 2010; Schoenemann et al., 2014).

Compared to the routine nature ofδ18O andδD analysis,
isotopic ratio measurements of17O, the second heavy iso-
tope of oxygen in terms of natural abundance, are challeng-
ing. The greater abundance of13C than17O makes the mea-
surement ofδ17O in CO2 equilibrated with water by IRMS
at m/z = 45 impractical. As a result, the precise measure-
ment of117O requires conversion of water to O2 rather than
equilibration with CO2 or reduction to CO. Meijer and Li
(1998) developed an electrolysis method using CuSO4. More
recently, Baker et al. (2002) used a fluorination method to
convert water to O2, which was analyzed by continuous-flow
IRMS; this approach was updated by Barkan and Luz (2005)
for dual-inlet IRMS.

The dual-inlet IRMS method can provide high-precision
and high-accuracy117O measurements. However, the tech-
nique is time consuming, resulting in significantly lower
sample throughput when compared to the standard and rela-
tively routine analysis ofδ18O andδD. The fluorination pro-
cedure requires 30 min or more per sample, while the dual-
inlet mass-spectrometric analysis requires 2–3 h. In practice,
multiple samples must be processed because of memory ef-
fects in the cobalt-fluoride reagent and other issues that can
arise in the vacuum line (e.g., fractionation during gas trans-
fer) (Barkan and Luz, 2005). Moreover, while this method
provides the most precise available measurements of117O,
measurements of individualδ18O values by this method are
generally less precise than those obtained with other ap-
proaches.

In recent years, laser absorption spectroscopy in the near-
infrared and mid-infrared regions has increasingly been used
for isotope analysis. An overview of experimental schemes
for different molecules and isotopologues can be found in
Kerstel (2004). In the case of water, laser absorption spec-
troscopy constitutes an excellent alternative to mass spec-
trometry. The main advantage is the ability to perform es-
sentially simultaneous measurements of the water isotopo-
logues directly on a water-vapor sample. As a result, tedious
sample preparation and conversion techniques are not nec-
essary. Commercialization of laser absorption spectrometers
has recently allowed measurements of water isotope ratios
to be performed with high precision and competitive relative
accuracy, provided that a valid calibration scheme is applied
(Brand et al., 2009; Gupta et al., 2009; Gkinis et al., 2010,
2011; Schmidt et al., 2010; Aemisegger et al., 2012; Kurita
et al., 2012; Wassenaar et al., 2012).
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The measurement of17O/16O ratios should in principle
not pose any additional challenges when compared to the
measurement of18O/16O and D/H. Provided that the ab-
sorption lines of interest are accessible by the laser source
with no additional interferences from other molecules,
a triple isotope-ratio measurement can be performed, result-
ing in calibrated values forδ18O, δ17O andδD. In fact, triple
isotope-ratio measurements of water have been presented in
the past via the use of various laser sources utilizing dif-
ferent optical and data analysis techniques (Kerstel et al.,
1999, 2002, 2006; Van Trigt et al., 2002; Gianfrani et al.,
2003; Wu et al., 2010). However, with the exception of re-
sults presented recently by Steig et al. (2013) and Berman
et al. (2013), precision has not been sufficient to be useful
for applications requiring the detection of the very small nat-
ural variations in117O.

In this work we report on development of a new cavity
ring-down laser absorption spectrometer that provides both
high-precision and high-relative-accuracy measurements of
117O. The instrument we discuss here is a modification, first
described by Hsiao et al. (2012) and Steig et al. (2013), of
the Picarro Inc. water isotope analyzer model L2130-i. It is
now commercially available as model L2140-i. Critical in-
novations we introduced include the use of two lasers that
measure absorption in two different infrared (IR) wavelength
regions, and modifications to the spectroscopic measurement
technique. We also developed a sample introduction system
that permits the continuous introduction of a stable stream of
water vapor from a small liquid water sample into the optical
cavity. In combination with precise control of the tempera-
ture and pressure in the optical cavity of the instrument, data
averaging over long integration times results in precision of
better than 8 per meg in117O. We establish the relative accu-
racy of our results in comparison with IRMS measurements.
This work can also be seen as a demonstration of state-of-the-
art performance for laser absorption spectroscopy isotope ra-
tio analysis for all four main isotopologues of water (H2

16O,
H2

17O, H2
18O and HDO).

2 Methods

2.1 Reporting of water isotope ratios

Normalization to known standards is critical in the mea-
surement of water isotope ratios. By convention,δ18O of
a sample is relative to18O/16O of VSMOW (Vienna Stan-
dard Mean Ocean Water) and normalized toδ18O of SLAP
(Standard Light Antarctic Precipitation). “Measured”δ val-
ues with respect to VSMOW are determined from the dif-
ference of “raw” values calculated directly from the ratio of
measured isotopologue abundances:

δ18O
measured
sample =

δ18O
raw
sample− δ18O

raw
VSMOW

δ18Oraw
VSMOW + 1

, (6)

where the subscript refers to an arbitrary sample. Normaliza-
tion to SLAP is by

δ18Onormalized
sample = δ18Omeasured

sample
δ18Oassigned

SLAP

δ18Omeasured
SLAP

, (7)

whereδ18Oassigned
SLAP = −55.5‰ is the value assigned by the

International Atomic Energy Agency (Gonfiantini, 1978;
Coplen, 1988).δD is normalized in the same manner, using
δDassigned

SLAP = −428‰.
We normalizeδ17O using

δ17Onormalized
sample = δ17Omeasured

sample
δ17Oassigned

SLAP

δ17Omeasured
SLAP

. (8)

There is no IAEA (International Atomic Energy Agency)-
defined value forδ17Oassigned

SLAP , but Schoenemann et al. (2013)
recommended that it be defined such that SLAP117O is pre-
cisely zero. We follow that recommendation here; that is, we
define

δ17Oassigned
SLAP = e(0.528ln(−55.5×10−3

+1))
− 1 , (9)

which yields δ17Oassigned
SLAP = −29.6986‰, well within the

error of published measurements (Barkan and Luz, 2005;
Kusakabe and Matsuhisa, 2008; Lin et al., 2010; Schoene-
mann et al., 2013) after normalization to the associatedδ18O
values (Schoenemann et al., 2013).

Throughout this paper, reported values ofδ18O, δ17O, δD
and117O have been normalized as described above unless
specifically noted otherwise. Superscripts and subscripts are
omitted except where needed for clarity.

2.2 117O analysis with mass spectrometry

IRMS measurements provide the benchmark for comparison
with results from analysis of117O by CRDS (cavity ring-
down spectroscopy). We used IRMS to establish accurate
measurements of117O of five laboratory working standards
and the IAEA reference water GISP (Greenland Ice Sheet
Precipitation), relative to VSMOW and SLAP. We also used
both IRMS and CRDS measurements to determine theδD
andδ18O of the same standards;δ17O is calculated from the
117O andδ18O data. Table 1 reports the values, updated from
those in Schoenemann et al. (2013).

We used the method described in Schoenemann et al.
(2013) to convert water to O2 by fluorination, following
procedures originally developed by Baker et al. (2002) and
Barkan and Luz (2005). A total of 2 µL of water are injected
into a nickel column containing CoF3 heated to 370◦C, con-
verting H2O to O2, with HF and CoF2 as byproducts. The
O2 sample is collected in a stainless steel cold finger con-
taining 5A molecular sieve following Abe (2008). To min-
imize memory effects, a minimum of three injections are
made prior to collecting a final sample for measurement.
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Table 1.VSMOW-SLAP-normalized isotopic ratios of reference waters analyzed at the University of Washington “1*IsoLab”.117O values
are from long-term average IRMS measurements, updated from Schoenemannet al. (2013) to reflect the inclusion of additional data.δ18O
and δD values are from long-term average laser spectroscopy measurements.δ17O values are calculated from117O andδ18O (Eq. 5).
Precision (±) is the standard error (σ/

√
n). n is the sample size.

117O (per meg) δ18O (‰) δ17Oa (‰) δD (‰) n

GISPb 28± 2 −24.80± 0.02 −13.1444 −189.67± 0.20 20
VW 3± 3 −56.61± 0.02 −30.2980 −438.79± 0.35 10
WW 27± 2 −33.82± 0.03 −17.9754 −268.30± 0.31 36
SW 33± 2 −10.55± 0.02 −5.5515 −75.63± 0.17 18
PW 30± 2 −6.88± 0.02 −3.6087 −42.12± 0.18 17
KDc

−0.8± 4 0.43± 0.01 0.2262 1.33± 0.13 5

a δ17O calculated fromδ18O and117O. See Schoenemann et al. (2013).b CIAAW values for GISP are
δD = −189.73‰ andδ18O = −24.78‰ (Gonfiantini et al., 1995).c Provisional measurement. Long-term
average data for KD (Kona Deep) are not yet available.

The O2 sample is analyzed on a ThermoFinnigan MAT
253 dual-inlet mass spectrometer atm/z = 32, 33, and 34
for δ18O and δ17O, using O2 gas as a reference. Each
mass-spectrometric measurement comprises 90 sample-to-
reference comparisons. Precise adjustment of both sample
and reference gas signals (10 V±100 mV) permits long-term
averaging with no measurable drift, so that the analytical pre-
cision is given by simple counting statistics:σ/

√
90, where

σ is the standard deviation of the individual sample/reference
comparisons. The resulting precision of repeated measure-
ments of O2 gas is 0.002, 0.004, and 0.0037 ‰ (3.7 per meg)
for δ17O, δ18O, and117O, respectively. Reproducibility of
the δ17O and δ18O ratios of water samples is in practice
less precise than these numbers indicate, because fraction-
ation can occur during the fluorination process or during the
collection of O2. However, because this fractionation closely
follows the relationship ln(δ17O+ 1)= 0.528ln(δ18O+ 1),
the errors largely cancel in the calculation of117O (Barkan
and Luz, 2005; Schoenemann et al., 2013). The reproducibil-
ity of the calibrated117O of repeated water samples ranges
from 4 to 8 per meg (Schoenemann et al., 2013).

2.3 117O analysis with cavity ring-down spectroscopy

2.3.1 Instrument design

We used modified versions of a CRDS analyzer designed
for δ18O andδD, commercially available as model L2130-
i, manufactured by Picarro Inc. The L2130-iis an update to
the water-isotope analyzers originally discussed in Crosson
(2008). It uses an Invar (Ni–Fe) optical cavity coupled to
a near-infrared laser. Optical resonance is achieved by piezo-
electric modifications to the length of the cavity. When the
intensity in the cavity reaches a predetermined value, the
laser source is turned off and the intensity then decays ex-
ponentially. The time constant of this decay is the “ring-
down time”. The ring-down time depends on the reflectivity
of the mirrors, the length of the cavity, the mixing ratio of the

gas being measured, and the frequency-dependent absorp-
tion coefficient. The frequency is determined with a wave-
length monitor constructed on the principle of a solid etalon
(Crosson et al., 2006; Tan, 2008).

Determination ofδ18O andδD ratios on the model L2130-i
is obtained by measurements of the amplitude of H2

18O,
H2

16O and HDO spectral lines from a laser operating in the
area of 7200 cm−1 (wavelength 1389 nm). In a modified ver-
sion, which we refer to as the L2130-i-C, we added a sec-
ond laser that provides access to another wavelength region,
centered on 7193 cm−1, where there are strong H2

17O and
H2

18O absorption lines (Fig. 1). Rapid switching between the
two lasers allows the measurement of all three isotope ratios
essentially simultaneously. About 200–400 ring-down mea-
surements are made per second, and complete spectra cover-
ing all four isotopologues are acquired in 0.8 s intervals.

For isotope measurements with the L2130-ior L2130-i-
C under normal operating conditions, water vapor in a dry
air or N2 carrier gas flows continuously through the cavity
to maintain a cavity pressure of (66.7± 0.1) hPa at a tem-
perature of (80± 0.01)◦C, normally at a H2O mixing ratio
of 20 mmol mol−1. The flow rate of 40 cm3min−1 (290 K,
105 Pa) is maintained by two proportional valves in a feed-
back loop configuration up- and down-stream of the opti-
cal cavity. The spectral peak amplitudes are determined from
the least-squares fit of discrete measurements of the absorp-
tion (calculated from measurements of the ring-down time)
to a model of the continuous absorption spectrum.

The spectroscopic technique utilized for the acquisition
and analysis of the spectral region relevant to the measure-
ment of the isotopologues of interest is essentially the same
as the one used in the earlier commercially available L2130-i
analyzer. One of the main features of this technique is that
optical resonance is obtained by dithering the length of the
cavity. As discussed in Results (Sect. 3), we found that drift
on timescales longer than a few minutes limited the achiev-
able precision of117O measurements to about 20 per meg;
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Figure 1.Measured absorption spectrum for water isotopologues in
the two wavenumber regions used by the L2130-i-C and L2140-i
CRDS analyzers. Filled circles: measured absorption for H2O va-
por 20 mmol mol−1 in dry air carrier, 66.7 hPa cavity pressure. The
isotopologue associated with each peak is noted, with nominal peak
numbers for reference (1–3 on laser 1, 11–13 on laser 2). Lines:
least-squares fit to the data using Galatry profiles as discussed in
the text.

this drift is ascribed to small but detectable drift in the wave-
length monitor.

To improve measurement precision, we developed an up-
dated version of the L2130-i-C, hereafter referred to as
model L2140-i, which incorporates a different spectroscopic
method. As in the L2130-i, a piezoelectric actuator is used
to physically move one mirror of the cavity, and the wave-
length monitor is used for feedback to the laser-frequency
control electronics, thus allowing for rapid tuning to a target
frequency. In the new method, though, the length of the op-
tical cavity is kept constant during the acquisition of a spec-
trum, and resonance is obtained by dithering of the laser fre-
quency by means of laser-current modulation. The frequency
for each ring-down measurement is then determined directly
from the resonance itself, based on the principle that reso-
nance will occur only at frequencies spaced by integer mul-
tiples of the free spectral range (FSR) of the cavity (e.g.,
Morville et al., 2005).

Thetarget frequency for each spectral region (e.g., that for
H2

17O) is determined in advance from measurements made
at higher frequency resolution and used to tightly constrain
the parameters in a spectral model (see below). The fine fre-
quency spacing for a given narrow spectral region is deter-
mined only by the FSR. In this way, each ring-down mea-
surement can be unambiguously assigned to a stable and
equidistant frequency axis and the spectral line shape fit to a
well-defined model; only a few data points are needed to pre-
cisely define each spectral peak. This new scheme also yields
higher cavity excitation rates – typically 500 ring-downs per
second.

The FSR is inversely proportional to the cavity length. The
FSR of the L2130-iand L2140-iunder normal operating con-

ditions is 0.02 cm−1, and varies by no more than 10−5 cm−1

owing to the precisely controlled temperature and pressure
conditions. The cavity finesse is 44 000. The ring-down time
constant for an empty cavity is 22 µs, corresponding to an
effective optical path length of 6.7 km. Each ring-down mea-
surement has a frequency resolution of 14 kHz (given by the
FSR divided by the cavity finesse). The noise-equivalent ab-
sorption spectral density is 2.3×10−11 cm−1Hz−1/2 for both
the L2130-i and L2130-i-C, and the L2140-iinstruments.
This corresponds to a noise-equivalent absorption of only
7× 10−13 cm−1 for integration times of 103 s.

2.3.2 Spectroscopy

The use of laser-current tuning permits greater accuracy in
the determination of the width of spectral lines than was
achievable with the L2130-ior L2130-i-C instruments. This
allows us, with the L2140-i, to use the integrated absorption
under the spectral lines, rather than the height of spectral
peaks, to determine isotopologue abundances (e.g., Kerstel,
2004; Kerstel et al., 2006; Hodges and Lisak, 2007).

The integrated absorption (cm−1) is given by

A = u

∞∫
0

κ(ν̃)dν̃, (10)

whereκ(ν̃,T ,P ) is the molecular monochromatic absorp-
tion coefficient (cm2), u is the column density of absorbers
(cm−2) and ν̃ is the wavenumber (cm−1) (Rothman et al.,
1996).

The integrated absorption is directly related to the absorp-
tion strength,S, via

κ(ν̃,T ,P ) = S(T )f (ν̃,T ,P ), (11)

wheref is the line shape function due to Doppler and pres-
sure spectral line broadening,T is temperature andP is pres-
sure. The integral

∫
∞

0 f (ν̃,T ,P )dν̃ = 1 andS is independent
of pressure (Rothman et al., 1996). The ratiosAi/Aj for
two different absorbing isotopologuesi andj – and there-
fore in principle the isotope ratios – are also independent of
pressure. This makes the integrated absorption superior to
the spectral peak amplitude used in earlier-generation instru-
ments. In practice, it is convenient to replace the wavenum-
ber, ν̃, in the integral with the dimensionless detuningx =

(ν̃ − ν̃0)/σD, following Varghese and Hanson (1984), where
ν̃0 is the center frequency of the absorption line, andσD
is the Doppler width (half-width of the Gaussian Doppler-
broadening profile at 1/eof the height).

Values ofA are obtained by a least-squares fit of the mea-
surements to an empirically determined spectral model. The
spectral model describes the measured absorption as the sum
of a baseline and molecular absorption lines. Free parameters
in the baseline are an offset, slope and quadratic curvature
term. The molecular absorption spectrum is modeled as the
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superposition of Galatry profiles, which describe the shape
function,f , for each spectral line. The Galatry profile,G, is
given by the real part of the Fourier transform of the correla-
tion function,8 (Galatry, 1961):

G(x,y,z) =
1

√
π

Re


∞∫

0

[
8(y,z,τ )e−ixτ dτ

] ,

8(y,z,τ ) = exp

(
−yτ +

1

2z2

[
1− zτ − e−zτ

])
,

(12)

wherex is the frequency separation from the line center nor-
malized by the Doppler width (as given above),y and z

are collisional broadening and narrowing parameters, respec-
tively, andτ is dimensionless time.

The parameters that determine the shape of the lines are
obtained from spectra acquired by operating the analyzer in
a fine-scan mode where ring-downs are acquired with a fre-
quency spacing much smaller than the line width and using
the wavelength monitor to determine the frequency axis. This
determines the relationship between the collisional broaden-
ing and narrowing parameters,y andz, and the relationship
betweeny for the “normal” water peak (H216O) and the val-
ues ofy for each of the isotopologues. The Doppler width is
a known function of temperature (e.g., Galatry, 1961) and is
therefore a fixed parameter. This leaves three or four free pa-
rameters needed to describe absorption for unknown samples
in each spectral region: oney parameter and one value for the
integrated absorption,A, for each independent isotopologue
spectral line of interest (e.g., one each for the H2

18O, H2
16O

and HDO lines in the 7200 cm−1 wavenumber region).

2.3.3 Determination of isotope ratios

For the determination ofδ18O andδ17O, the18O/16O and
17O/16O ratios are obtained from the ratios of integrated
absorptions of the rare isotopologues on the second laser to
the integrated absorption of the common isotopologue on the
first laser:

18R =
A(H2

18O(11))

A(H2
16O(2))

, (13)

17R =
A(H2

17O(13))

A(H2
16O(2))

, (14)

where H2
18O(11), H2

16O(2), etc. refer to the absorption lines
shown in Fig. 1.

The raw (uncalibrated)δ18O andδ17O values are then ob-
tained using the usual definition ofδ:

δ18Oraw
=

18R

18Rref
− 1 , (15)

δ17O
raw

=

17R

17Rref
− 1 , (16)

where the value ofRref is an instrument-specific estimate of
the ratio of integrated absorption of H2

17O or H2
18O to that

170 oC

dry air
(70 mL / min)

autosampler

pressure 
regulators

CRDS
water flow

(5 μL / min)
open split 

exhaust

 40 mL / min

stainless steel 
tee union

Figure 2. Schematic of custom vaporizer design used for isotope
ratio measurements over long integration times. Double lines denote
1/16 inch and 1/32 inch stainless steel tubing (outside diameter).
Single lines denote fused-silica capillary (0.3 mm inside diameter
exiting the vials, reduced to 0.1 mm where the capillary enters the
vaporizer).

of H2
16O for the IAEA water standard, VSMOW. Values of

δD are determined similarly using data from the first laser
only:

2R =
A(HDO(3))

A(H2
16O(2))

, (17)

δDraw
=

2R

2Rref
− 1 . (18)

2.4 Sample inlet system

We use two different inlet systems for the introduction of
water into the CRDS optical cavity. To obtain measure-
ments of the same water sample continuously over several
hours, we use a “custom vaporizer”. The custom vaporizer
comprises a continuous-flow inlet system similar to that de-
scribed by Gkinis et al. (2010, 2011) and used previously
for δ18O andδD. In this design, water is pumped continu-
ously through a capillary and into a stainless steel tee union
heated to 170◦C. In our application, the “pump” is a sim-
ple air pressure system, with a double needle that is used to
puncture septum-sealed vials; air pressure introduced into the
vial through a small steel tube pushes water through a fused-
silica capillary and into the heated tee union. Within the tee
union, the liquid water is mixed with dry air and exits the tee
union as water vapor that is introduced into the CRDS opti-
cal cavity through an open split (Fig. 2). Water-vapor mixing
ratios as measured by the CRDS analyzer are maintained at a
target value (normally 20 mmol mol−1) to within better than
±0.1 mmol mol−1.

For discrete injections of water into the CRDS we use
a commercial vaporizer available from Picarro Inc. as model
A0211 and described by Gupta et al. (2009). The vaporizer,
operating at 110◦C, mixes dry carrier gas with 1.8 µL of wa-
ter, which is injected through a septum. The resulting water
vapor is introduced into the optical cavity via a three-way
valve after a≈ 60 s equilibration. Analysis of a single in-
jection pulse takes approximately 120 s, excluding injection,
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vaporizer purging and equilibration time. Automated sam-
pling from 2 mL vials is accomplished with an autosampler
(LEAP Technologies LC PAL). In our experiments, a com-
plete vial analysis consists of 10 repeated injections from the
same vial, for a total analysis time of about 1200 s.

3 Results

3.1 Measurement precision and drift

We use the custom vaporizer to obtain CRDS analyses of the
isotope ratios of the same water over several hours. The Allan
variance statistic provides a convenient way to assess the an-
alytical precision and drift for the resulting long integrations.
The Allan variance is defined as (Werle, 2011)

σ 2
Allan(τm) =

1

2m

m∑
j=1

(
δj+1 − δj

)2
, (19)

whereτm is the integration time andδj+1, δj are the mean
values (e.g.,δ = δ18O or δ17O) over neighboring time inter-
vals. Here, we use the “Allan deviation” (σAllan, square root
of the Allan variance) which can be interpreted as an estimate
of the achievable reproducibility as a function of integration
time.

Figure 3 showsσAllan for measurements made both with
the L2130-i-C instrument using peak amplitudes, and with
the L2140-iinstrument using laser-current tuning and the in-
tegrated absorption measurement. In both cases,σAllan val-
ues for117O of < 20 per meg are achieved after integration
times of 5×102 s, andσAllan values forδ18O,δ17O andδD are
below 0.03, 0.03 and 0.04 ‰, respectively. However, these
values represent the limits with the L2130-i-C; no additional
improvements in precision were achieved with longer inte-
gration times, and in generalσAllan begins to rise after 103s.
In contrast, with the L2140-i,σAllan values forδ18O andδ17O
improve to< 0.015‰, andσAllan for 117O is better than
10 per meg after 1200 s (20 min). ForδD, the precision is
< 0.07 ‰ at 103s, and remains well below 0.1 ‰ for much
longer integrations times (>104s). Both the measurements
with the custom vaporizer, and those with the commercial
vaporizer, show that long-term drift in117O is greatly re-
duced in the L2140-i. Long-term drift forδ18O andδ17O is
also improved, though not eliminated. We discuss the rela-
tionship between drift inδ18O, δ17O and117O in Sect. 4.

Repeated measurements of discrete water injections pro-
vide another way to assess measurement precision and drift.
Results from running the same water from multiple vials
(with 10 discrete 1.8 µL injections per vial), yield statis-
tics comparable to those obtained with the custom vapor-
izer (Fig. 4). Typical injection-to-injection precision is 20 per
meg for 117O. Averages over 10 repeated injections from
each vial result in a total analysis time per vial of 1200 s,
corresponding to the integration time at which the Allan de-
viation data (Fig. 3) show117O precision reaching< 10 per
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Figure 3. Comparison of Allan deviations for water isotope ratios
with the L2130-i-C using a conventional wavelength monitor and
spectral peak amplitude (green dashed lines), and with the L2140-i
using laser-current-tuned cavity resonance and integrated absorp-
tion (solid lines).(A) δ18O, (B) δ17O, (C) δD, (D) 117O.

meg. Vial average reproducibility of117O is 8 per meg. Typ-
ical vial-to-vial reproducibility is 0.03 ‰ forδ18O, 0.015 ‰
for δ17O, and 0.1 ‰ forδD.

3.2 Sensitivity to water-vapor mixing ratio

Laser spectroscopy instruments used for water isotope mea-
surements exhibit dependence ofδ18O andδD values on the
water-vapor mixing ratio (Gkinis et al., 2010), and similar
dependence is expected forδ17O and 117O. This depen-
dence arises primarily from the effect of pressure broaden-
ing on peak shape. As noted in Sect. 2.3.2, use of the inte-
grated absorption in place of peak amplitude in the calcu-
lation of isotope ratios with the L2140-iinstrument should
theoretically eliminate the water-vapor mixing-ratio depen-
dence. We used the custom vaporizer to obtain measure-
ments with the L2140-iover a wide range of water-vapor
mixing ratios. Figure 5 shows that there is a significant re-
duction in the sensitivity of isotope ratios to mixing ra-
tio when using the integrated absorption measurement, as
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Figure 4.Isotope ratios from repeated measurements of 2 mL vials
of identical water, using integrated absorption on the L2140-i.(A)
δ18O, (B) δ17O, (C) δD, and(D) 117O. Each dot represents the av-
erage of ten 1.8 µL injections from one vial; the vertical error bars
show the standard error (σ/

√
n) of then = 10 individual injections.

The standard deviation of all vial means (σ) is given in each panel.
Horizontal dashed lines are shown for reference at±0.02 ‰ for
δ18O andδ17O, at±0.2 ‰ for δD, and at±10 per meg for117O.
The experiment shown took about 60 h. No drift corrections or other
post-measurement adjustments were made to the raw data.

expected. Forδ18O, sensitivity is reduced from 0.2 ‰ for
a 1 mmol mol−1 variation in water-vapor mixing ratio –
comparable to that seen in the L2130-iand other earlier-
generation instruments – to less than 0.04 ‰/(mmol mol−1).
Sensitivity for δ17O is comparably reduced, from 0.4 ‰
to less than 0.08 ‰/(mmol mol−1). Finally, the sensitivity
of 117O to the water-vapor mixing ratio is reduced from
> 250 per meg to< 30 per meg/(mmol mol−1). The mixing-
ratio sensitivity ofδD, however, at about 1 ‰/(mmol mol−1)
is not significantly changed between earlier models and the
L2140-i. This may suggest an incomplete accounting for the
structure of the mixing-ratio-dependent spectral baseline, or
other aspects of the spectroscopy that are not yet fully char-
acterized.
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Figure 5. Comparison of the sensitivity of isotope ratio measure-
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ratio using peak amplitude vs. integrated absorption. Note that a
mixing ratio of 20 mmol mol−1 is reported by the instrument soft-
ware as a concentration (20 000 ppm).(A) δ18O, (B) δ17O and(C)
117O.

3.3 Calibration to VSMOW and SLAP

We performed two independent types of calibration experi-
ments with the L2140-i. In the first experiment, we analyzed
standard waters SLAP2 and VSMOW2, along with reference
waters GISP, VW (Vostok Water), WW (West Antarctic Ice
Sheet Water) and KD (Kona Deep), and used the two-point
calibration lines defined by Eqs. (7) and (8) to determine the
value of the references waters treated as “unknowns”. The
resulting calibratedδ18O andδ17O values are then used to
calculate117O, using Eq. (5) (note that theδ18O andδ17O
of VSMOW2 and SLAP2 are indistinguishable from those of
VSMOW and SLAP (Lin et al., 2010)). In the second exper-
iment, we analyzed lab reference waters SW (Seattle Water)
and WW and used the IRMSδ18O andδ17O values of PW
(Pennsylvania Water) and VW as calibration points.

In both types of calibration experiments, we used the com-
mercial vaporizer and 2 mL vials, from which ten 1.8 µL
injections were made. The measurement order was as fol-
lows, where the number gives the number of vials for
each water sample in parentheses. First experiment: 5 (KD),
5 (VSMOW2), 4 (VW), 5 (SLAP2), 4 (WW), 5 (GISP),
5 (KD), 5 (VSMOW2), 4 (WW), 5 (GISP), 4 (VW), and
5 (SLAP2). Second experiment: 7 (VW), 7 (WW), 7 (SW),
7 (KD), 7 (PW), 7 (VW), 7 (WW), 7 (SW), 7 (KD), and
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7 (PW). In the experiment with VSMOW2, SLAP2 and
GISP, the use of lab reference waters with similar isotopic
composition prior to the IAEA standards was done in order
to reduced the potential for instrument memory effects influ-
encing the results. We use data only from the last three vials
for each standard or reference water in our calculations, us-
ing all 10 injections from each of those vials in the average.
We find that the instrument response time forδ17O is indis-
tinguishable from that forδ18O. This suggests that memory
effects should be minimized for117O measurements com-
pared with deuterium excess, which can be problematic be-
cause the response time forδD is greater than forδ18O in
most instruments (Aemisegger et al., 2012). Further work is
needed, however, to fully characterize the influence of mem-
ory on117O with the L2140-i.

The results of the calibration experiments are tabulated
in Table 2. Figure 6 shows the calibrated mean values and
uncertainties in117O for the two different types of cali-
bration experiment. The uncertainties are calculated as the
standard deviation of the mean (σ/

√
n) based onn repeated

measurements. This calculation may underestimate the true
uncertainty because it assumes a Gaussian error distribu-
tion, which is not supported by the Allan deviation data for
long integration times (Fig. 3). However, this is conserva-
tive with respect to the calibration experiments: the results
show that the117O values of the “unknowns” in each exper-
iment with the CRDS are indistinguishable from the values
previously determined using IRMS. Note in particular that
the CRDS value of the IAEA reference water, GISP (27± 4
per meg), calibrated independently, is nearly identical to the
IRMS value of 28± 2 per meg (Schoenemann et al., 2013).
Further, we find that both KD, which is fresh water derived
by reverse osmosis from an ocean water sample, and VW,
which is a meteoric water sample from the interior of East
Antarctica, have indistinguishable117O values.

We emphasize that, as with IRMS measurements, data that
are referenced to VSMOW but are not normalized on the
VSMOW-SLAP scale can result in inconsistent results be-
cause of instrument-specific scale compression (or expan-
sion) relative to the defined calibration (see e.g., Coplen,
1988; Schoenemann et al., 2013). In the context of117O
measurements on water, such scale compression results in
a slope differing from the defined value of 0.528 on a plot
of ln(δ17O+ 1) vs. ln(δ18O+ 1). Also, if the slope is signif-
icantly different from 0.528, errors in117O will result even
if a linear normalization to VSMOW-SLAP is applied. This
problem can in principle be addressed using a nonlinear nor-
malization method (Kaiser, 2008); i.e.,

δ17Onormalized
sample = (δ17O

measured
sample +1)

ln((δ17O
assigned
SLAP +1))

ln((δ17Omeasured
SLAP +1)

)

−1 , (20)

and similarly for δ18O, rather than our linear calculation
(Eqs. 7–9). However, the nonlinear calibration method can-
not effectively remove scale compression due to blank
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Figure 6. Comparison of117O data from two independent sets of
calibrations of reference waters and standards measured by laser
spectroscopy on the L2140-i(CRDS, open squares) with previously
determined values from mass spectrometry (IRMS, filled circles).
117O data are plotted vs.δ18O. Error bars on the CRDS values
are the standard deviation of the mean (see Table 2). Values and er-
ror bars (1 standard error) on the IRMS values are from Table 1,
updated from Schoenemann et al. (2013). The calibration points
VSMOW, SLAP, PW and VW are shown as open circles for ref-
erence.

effects. In our case, as shown in Fig. 7, the slope of
ln(δ17O+ 1) vs. ln(δ18O+ 1) is 0.5254; the scale compres-
sion is therefore 0.995. Use of Eq. (20) would result in a
difference for the GISP reference water of< 0.0006‰ for
δ17O, < 0.003‰ forδ18O and< 1.6 per meg for117O, all
well below measurement uncertainty. Use of the linear nor-
malization from Schoenemann et al. (2013) is therefore pre-
ferred. Nevertheless, users of L2140-iinstruments will need
to verify any calibration strategy for their particular applica-
tion, taking into account the instrument response time, the
availability of reference waters of known composition, and
the scale compression, which may be different for different
instruments.

4 Discussion

Our results demonstrate that analysis of117O using cav-
ity ring-down laser absorption spectroscopy, as implemented
in the L2140-iinstrument, can be competitive with analyses
by mass spectrometry. The reproducibility of repeated indi-
vidual measurements made over 30 min is better than 8 per
meg, similar to the precision reported for IRMS (e.g., Luz
and Barkan, 2010; Schoenemann et al., 2013), and calibrated
values of reference waters are indistinguishable between the
two methods. Achieving117O measurements at the< 10
per meg level with CRDS requires relatively long integration
times when compared with the more commonδ18O or δD
measurements, which for typical applications require lower
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Table 2.VSMOW-SLAP-normalized117O, δ18O, δ17O andδD values for reference waters determined by CRDS using (a) IAEA standards
VSMOW2 and SLAP2 as calibration points and (b) using University of Washington standards PW and VW as calibration points. IRMS-
measured117O values are shown for comparison. Precision (±) is the standard deviation of the mean (σ/

√
n). n is the sample size.

IRMS CRDS
117O 117O δ18O δ17O δD n

(per meg) (per meg) (‰) (‰) (‰)

GISPa 28± 2 27± 4 −24.77± 0.02 −13.13± 0.01 −190.19± 0.14 6
VWa 3± 3 −3± 3 −56.50± 0.03 −30.24± 0.02 −438.19± 0.35 6
WWa 27± 2 27± 4 −33.90± 0.03 −18.02± 0.02 −268.87± 0.40 6
WWb 27± 2 27± 2 −33.98± 0.03 −18.06± 0.03 −269.29± 0.26 6
SWb 33± 2 34± 4 −10.64± 0.04 −5.60± 0.03 −76.05± 0.24 6
KDa

−0.8± 4 −1.6± 3 0.43± 0.01 0.23± 0.01 1.33± 0.13 6
KDb

−0.8± 4 −1.6± 4 0.50± 0.03 0.26± 0.03 1.71± 0.22 6

a VSMOW2 and SLAP2 calibration.b PW and VW calibration. Errors take into account uncertainty in calibration points.
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precision (<0.1 and< 1‰, respectively). Nevertheless, the
new method is less time consuming, less labor intensive, and
safer than the IRMS method requiring the use of fluorination.

Measurements of117O with a laser spectroscopy instru-
ment with a different design (off-axis integrated cavity out-
put spectroscopy, or OA-ICOS) were reported recently by

Bermanet al. (2013). Measurements of the IAEA reference
water GISP reported by Berman et al. (2013), when cal-
ibrated to VSMOW and SLAP, are somewhat lower than
ours (23± 2 per meg, compared with our values of 27± 4
(CRDS) and 28±2 (IRMS)), but both are compatible within
2σ of most reported IRMS values from the literature; e.g.,
the weighted average of the most precise previously reported
measurements (IRMS only) was 22± 11 per meg (Schoen-
emann et al., 2013). The mean VSMOW-SLAP-normalized
value for GISP for all recent measurements from four differ-
ent laboratories (as reported here, and by Schoenemann et al.,
2013 and Berman et al., 2013) is117O = 28± 3 per meg.

High-precision117O measurements are achieved without
drift correction on the L2140-i. Indeed, the precision and
drift characteristics of the117O results are better than would
be expected from the simple combination of noise in theδ18O
and δ17O measurements, both of which show evidence of
some drift in their Allan deviations (Fig. 3).

The relationship betweenδ18O, δ17O and117O errors can
be understood as a combination of correlated and uncorre-
lated noise contributions (Schoenemann et al., 2013):

σxs = (m − 0.528)σ18+ η17 , (21)

where σxs is the precision of117O, σ18 is the precision
of ln(δ18O+1), andη17 is the residual in ln(δ17O+ 1) from
a best-fit line through the data having slopem. In general, the
uncorrelated errors (η17) are small. At higher frequencies,m

tends towards higher values (Fig. 8).
We find that for the 0.8 s averages of≈ 400 individual

ring-down measurements, the slope is 0.82±0.02, or 1.0±0.1
if a “model 2” regression that accounts for variance in both
theδ18O andδ17O measurements is used (e.g., York, 1969).
A slope of precisely 1.0 would be expected if, for exam-
ple, all measurement error were due to noise in the H2

16O
spectral line, since this measurement is shared equally in the
calculation of bothδ18O andδ17O. The noise in the high-
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Figure 8.Relationship between ln(δ17O+1)and ln(δ18O+1) resid-
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jection data are 0.82±0.02 and 0.59±0.02, respectively (± =2σ).
The slope of the vial-mean data is 0.54± 0.03, shown by the line.

frequency data is indistinguishable from Gaussian, and is
consequently reduced as a function of the square root of the
integration time. For longer measurement times (integrations
of 103s or longer),m is≈ 0.5, so that the term(m−0.528)σ18
is small. As for IRMS measurements, it is the combination
of the very small magnitude of uncorrelated noise,η17, com-
bined withm ≈ 0.5 that leads to the very high precision for
117O measurements, even where theδ18O andδ17O mea-
surements are comparatively imprecise.

Frequency dependence of the error slope,m, is not ob-
served in IRMS measurements. As discussed in Schoene-
mannet al. (2013), in both the H2O fluorination procedure
and in the mass-spectrometer source, likely sources of er-
ror will involve some combination of diffusive and equi-
librium fractionation processes, both of which will lead to
values ofm close to 0.5 (e.g., Miller, 2002). That the rela-
tionship betweenδ18O andδ17O errors in the CRDS also
tends towardsm ≈ 0.5 at longer integration times suggests
that low-frequency drift in these measurements is similarly
attributable to fractionation effects, rather than, for example,
drift in the optical cavity temperature or other aspects of the
CRDS instrument itself. Fractionation of theδ18O andδ17O
values could be associated with diffusion of water vapor,
incomplete evaporation, or condensation and re-evaporation
during the vaporization process, or possibly in the optical
cavity.

These observations suggest that the current practical limit
of precision for isotope measurements on the L2140-iis set
by the sample introduction system, rather than the CRDS
analysis itself. As illustrated in Fig. 9, which compares IRMS
and CRDS measurements, the magnitude ofη17 is very small
– similar to that obtained with high-precision IRMS – while
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Figure 9. Comparison of the ln(δ17O+ 1) vs. ln(δ18O+ 1) rela-
tionship for residuals (difference of individual analyses from the
mean) of measurements of water samples with the L2130-i-C and
the L2140-iCRDS instruments, and with IRMS. The slope of 0.528
that defines117O is shown for reference.

the magnitude ofσ18 is much smaller than that obtained with
IRMS measurements of O2 prepared by fluorination.

This was not the case with our original prototype in-
strument (L2130-i-C), for which analyzer noise was dom-
inant even for long integration times (Fig. 9). Because the
term (m − 0.528)σ18 is very small,< 1 per meg, for vial-
average measurements, changes to the sample introduction
system that would significantly improve117O precision will
be challenging. These comparisons attest to the significant
improvement in the spectroscopic measurements achieved in
the L2140-i, as well as to the stability of the water-vapor de-
livery and minimal amount of fractionation occurring both
in the commercial vaporizer and in our custom vaporizer
design.

The L2140-i should be useful in a variety of applications,
such as the high-resolution analysis of ice core samples us-
ing in-line continuous melting systems (Gkinis et al., 2011),
or in the measurement of ambient water-vapor mixing ratios
in the atmosphere, currently done with laser spectroscopy
instruments forδ18O and δD (e.g., Noone et al., 2011;
Sayres et al., 2009), though such applications have not yet
been fully tested. The low sensitivity to water-vapor mixing
ratio achieved with the integrated-absorption measurement
would be an advantage in such applications, though there is
still some sensitivity that may become important for mixing-
ratio variability greater than±0.1 mmol mol−1. In the cur-
rent commercial version of the L2140-iinstrument, a water-
vapor mixing-ratio correction is available in the instrument
software that uses a bilinear relationship of the form

A(1)corrected= A(1)+ a0 + a1A(1)A(2), (22)

whereA(1) andA(2) refer to the integrated absorption for
peaks 1 and 2 (Fig. 1), anda0 and a1 are empirically de-
termined coefficients. The coefficients are determined by
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Figure 10. Results of an evaporation experiment in which 2 mL
sample vials are left open to the ambient air and are progressively
sampled (ten 1.8 µL injections for each vial) over a≈ 60 h period.
(A) δ17O vs. ln(δ18O+1), (B) ln(δ17O+1) vs. ln(δ18O+1). Time
progress to the right in both panels. Note the gradual deviation of
the measurements (open circles) from a slope of 0.528 (line).

varying the water mixing ratio over a large range and
then applied to each measurement. A similar correction is
applied toA(3), A(11), andA(13). A simple linear correc-
tion following instrument-specific empirical measurements
such as illustrated in Fig. 5 couldbe used as an alternative.
We note, however, that we have not evaluated the perfor-
mance of the instrument at low water-vapor mixing ratios
(< 18 mmol mol−1).

As an example of an application of the L2140-i, we per-
formed a simple experiment in which 42 vials containing
identical water, open to the air, were measured sequentially
using 10 injections each. Because the vials were open to a rel-
atively low-humidity laboratory atmosphere, evaporation of
the vials would be expected to raise theδ18O values through
time, and the117O value should decrease; furthermore, the
relationship between ln(δ17O+ 1) and ln(δ18O+ 1) would
be expected to evolve along a slope intermediate between
the equilibrium value (0.529) (Barkan and Luz, 2005)and
the value for diffusion into dry air (0.518) (Barkan and Luz,
2007). These features are indeed observed in the experiment:
117O decreases by 90 per meg (Fig. 10).

The slope of ln(δ17O+ 1) vs. ln(δ18O+ 1) is 0.5232±
0.0005, distinguishable at> 99% confidence from the “me-
teoric water line” slope, accounting for scale compression. A
simple experiment like this, which was run fully automated
over ≈ 60 h, would take many hours of sample preparation
time and> 100 h of analysis time using the traditional fluori-
nation and IRMS method. Note also that the progressive low-

ering of the117O value is clearly detectable from vial to vial
at the 1–2 per meg level; this would probably not be possible
to observe using the IRMS method. We suggest that the laser
spectroscopy method for117O could be used in a number of
hydrological and atmospheric sciences applications that were
previously impractical.

5 Conclusions

CRDS is commonly used for measurements of the18O/16O
and D/H isotope ratios of water and water vapor, reported
as δ18O and δD deviations from VSMOW. We have de-
veloped a new CRDS instrument that makes possible the
additional measurement of the17O/16O isotope ratio, and
of the small difference,117O, between ln(δ17O+1) and
0.528ln(δ18O+ 1), known as the “17O excess”. The new in-
strument uses a novel laser-current-tuned cavity resonance
method to achieve precision of< 8 per meg for117O while
simultaneously providing measurements ofδ18O and δD
with a precision competitive with previous-generation instru-
ments. Liquid samples are introduced into the optical cav-
ity using an automated vaporization system that requires no
prior sample preparation. Direct analysis of ambient water
vapor in air is also possible. Calibration against the IAEA
standard waters VSMOW2 and SLAP2 yields calibrated val-
ues for the reference water GISP of 27±4 per meg, indistin-
guishable from the value of 28±2 obtained by Schoenemann
et al. (2013) using IRMS. Our results establish CRDS mea-
surements of117O of H2O as a viable alternative to conven-
tional IRMS methods that require the use of fluorination to
convert H2O samples to O2 prior to analysis.
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Chapter 6 
 

Seasonal and spatial variation of 17Oexcess and dexcess in Antarctic precipitation: 
insights from an intermediate complexity isotope model 

 
In-preparation for the Journal of Geophysical Research 
 

In this fourth paper, we use an intermediate complexity isotope model (ICM) to investigate 
the sensitivity of water isotope ratios in precipitation to climate variations in the Southern 
Hemisphere.  Model improvements include the addition of δ17O, 17Oexcess, and dln, and updates to 
the equilibrium fractionation factors for temperatures below zero and kinetic fractionation factors 
for evaporation over the ocean and condensation during snow formation.  The ICM is forced 
with seasonal NCEP/DOE II reanalysis data for model boundary conditions. Experiments with 
perturbations to the surface temperature and humidity fields are used to investigate the isotopic 
sensitivity.  We find that the response of 17Oexcess to a uniform temperature change is 
insignificant over the ocean, while there is a large magnitude response over the ice sheet, 
particularly in East Antarctica.  A decrease of ocean surface relative humidity produces increased 
17Oexcess and dexcess, with a coherent response over both the ocean and Antarctica.  For interior 
East Antarctica, the model simulates a seasonal cycle in 17Oexcess that is positively correlated with 
δ18O and of large magnitude (~50 per meg), consistent with the observations from Vostok. The 
seasonal cycle in 17Oexcess for West Antarctica is predicted to be considerably smaller in 
magnitude (~12 per meg), and is negatively correlated with δ18O.  Over the ocean, the model 
predicts a seasonal cycle in 17Oexcess of ~8 per meg for the East Antarctic sector and only ~3 per 
meg for the West Antarctic sector, due in part to seasonal changes in ocean surface relative 
humidity and sea-surface temperatures.  These changes are insufficient to explain the full 
amplitude of the simulated seasonal cycle over the continent or that observed in modern 
precipitation.  The spatial differences in the response of 17Oexcess to local temperature reflect the 
balance of equilibrium and kinetic fractionation during snow formation en route.  To capture the 
modern spatial distribution and seasonal variability of 17Oexcess and dexcess over the ice sheet, a 
higher sensitivity to temperature for supersaturated conditions (i.e., stronger kinetic effects) is 
required.  We find that evaporative recharge is an important climatic process that moderates the 
variability of 17Oexcess and dexcess over the ocean.  Evidence is provided that the process of kinetic 
fractionation during snow formation may not occur under purely molecular diffusive conditions, 
requiring a term that accounts for turbulence.    

 
For this work, I modified the ICM to include δ17O, 17Oexcess and dln, updated the model 

fractionation factors, processed the NCEP reanalysis data for compatibility with the ICM, 
performed all the model simulations and sensitivity analyses, converted dexcess snow sample data 
to dln and normalized 17Oexcess ice core data to the VSMOW-SLAP scale, performed the model-
data comparison, wrote the manuscript and interpreted the results, and made all the tables and 
figures.  Eric Steig contributed valuable comments and overall improvements to the manuscript. 
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Southern Hemisphere is investigated with an intermediate complexity isotope model (ICM) that 15	  
incorporates updated equilibrium and kinetic fractionation factors for temperatures below zero. 16	  
NCEP/DOE II reanalysis data, with permutations to the surface temperature and humidity fields, are 17	  
used as model boundary conditions.  Decreases in ocean surface relative humidity result in increased 18	  
17Oexcess and dexcess, with a uniform response over the ocean and Antarctic continent.  The response of 19	  
17Oexcess to a global temperature change is insignificant over the ocean, but there is a significant 20	  
17Oexcess response to temperature change over the ice sheet, particularly in East Antarctica.  The 21	  
simulated seasonal cycle in 17Oexcess for interior East Antarctica is positively correlated with δ18O and 22	  
of large magnitude (~50 per meg), in agreement with observations at Vostok.  The seasonal cycle in 23	  
17Oexcess for West Antarctica is predicted to be smaller in magnitude (~12 per meg) and of opposite 24	  
sign.  The 17Oexcess seasonal cycle over the ocean is only ~3 per meg for the West Antarctic sector and 25	  
~8 per meg for the East Antarctic sector, neither of which are large enough to explain the full seasonal 26	  
changes over the ice sheet produced by the ICM or observed in ice cores. The sensitivity of 17Oexcess to 27	  
local site temperature, and both the modern spatial distribution and seasonal variability of 17Oexcess and 28	  
dexcess over the ice sheet, reflect the balance of equilibrium and kinetic fractionation during the 29	  
formation of solid precipitation.  To simulate the present-day 17Oexcess observations requires that the 30	  
sensitivity of supersaturation to temperature to be relatively high.  Evaporative recharge is also found 31	  
to be an important process that moderates the variability of 17Oexcess and dexcess over the ocean.  32	  
Evidence is provided that the simulation of kinetic fractionation during snow formation may require 33	  
the inclusion of a term that accounts for turbulence. 34	  
 35	  
 36	  
1. Introduction 37	  

The stable water isotopic ratios in precipitation, as obtained from ice cores, (δ18O and δD, 38	  
collectively as δ), and the second order parameter dexcess, have provided useful tools for investigating 39	  
paleoclimatic conditions.  δ is expressed as  40	  

δi =  (iRsample/iRreference) –1,                   Eq. 1 41	  

where 2R = n(2H)/n(1H), 18R = n(18O)/n(16O), 17R = n(17O)/n(16O), and n refers to isotope abundance.     42	  
 43	  

 44	  
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Deuterium excess as defined by Dansgaard [1964], is given by: 45	  

 dexcess = δD –8(δ18O)                    Eq. 2 46	  

Measurements of dexcess from ice cores have been used to infer the vapor source-region temperature and 47	  
humidity history and to correct the δ history for such source region effects, thereby isolating the local 48	  
site conditions [Cuffey and Vimeux, 2001; Vimeux et al., 2001a].  However, interpretation of dexcess as a 49	  
source indicator is complicated by its strong sensitivity to both equilibrium and kinetic fractionation 50	  
during transport, precipitation, and snow formation. The recent addition of δ17O and accompanying 17O 51	  
excess, 52	  

17Oexcess = ln(δ17O+1) – 0.528 ln(δ18O+1)               Eq. 3  53	  

further complement the existing suite of isotopic indicators, permitting a more comprehensive 54	  
investigation into characteristics of the global hydrological cycle.  Although the use of 17Oexcess has 55	  
become more prevalent, the factors that control its spatial and temporal variability are not fully 56	  
understood, as evidenced by the evolving interpretation of 17Oexcess in polar climates [Landais et al., 57	  
2008; Risi et al., 2010; Winkler et al., 2012; Risi et al., 2013; Winkler et al., 2013; Schoenemann et al., 58	  
2014]. 59	  
 Most investigations into the climatic factors that control 17Oexcess have relied on Rayleigh 60	  
distillation models with isolated air parcels or general circulation models (GCMs) enabled with 61	  
isotopes [Landais et al., 2008; Risi et al., 2010; Winkler et al., 2012; Schoenemann et al., 2014].  62	  
While both approaches have aided in the interpretation of 17Oexcess variations, both have disadvantages.  63	  
Rayleigh models lack important processes like evaporative recharge and atmospheric transport 64	  
characteristics. GCMs incorporate important physical mechanisms and relevant climatological 65	  
boundary conditions, which make them exceptional instruments for determining the response of 66	  
isotopes to climatic changes.  However, the complexity and coupled-nature of GCMs makes difficult 67	  
the investigation of individual components of the isotopic distillation system.  Intermediate complexity 68	  
models (ICMs) are useful in providing a means to conduct simple experiments to gain both conceptual 69	  
and quantitative understanding of the connections between large scale climate variations and the 70	  
isotopic response of precipitation. 71	  
 In this study we use an intermediate complexity model (ICM) of atmospheric water vapor transport 72	  
and isotopic distillation initially developed by Hendricks et al. [2000] based upon work by Fisher 73	  
[1991; 1992], and improved upon by Kavanaugh and Cuffey [2003] to investigate the influence of 74	  
temporal and spatial variations of climate conditions over the annual cycle on 17Oexcess and dexcess.  A 75	  
study of this type has yet to be performed for 17Oexcess.  We evaluate the performance of the ICM by 76	  
comparing model results to available measurements of 17Oexcess and dexcess.   77	  
 78	  
1.2 Model Description 79	  
 The ICM used here is that of Kavanaugh and Cuffey [2003] (hereafter KC03), which incorporates 80	  
surface and atmospheric conditions to simulate water vapor transport and calculates the δ values of the 81	  
ensuing precipitation.  For a full description of the model, the reader is directed to Hendricks et al. 82	  
[2000] , and Kavanaugh and Cuffey [2002; 2003]. The model calculates variations of δ to zonally 83	  
averaged climate variables (temperature (T), precipitation (P), evaporation (E), water content (w), and 84	  
surface relative humidity (rh)).  An important aspect of the ICM is that it includes evaporative recharge 85	  
of the low and middle latitude atmosphere with isotopically enriched vapor, which was found by 86	  
Hendricks et al. [2000] to reduce the variability of isotopic values over the Antarctic ice sheet 87	  
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compared to predictions by Rayleigh-type models.  Model improvements by KC03 included kinetic 88	  
effects for isotopic fractionation factors during evaporation and condensation, which are fundamental 89	  
to the accurate depiction of dexcess behavior in cold regions. KC03 further modified the ICM to include 90	  
both advective and diffusive transport mechanisms, with the partitioning controlled by a tuning 91	  
parameter (fk), determined by using values of diffusive (Dk) and advective (Dv) divergences over the 92	  
subtropics from Hartmann [1994], and model tuning to match Antarctic isotope data [Dahe et al., 93	  
1994]. 94	  
    95	  
1.3 Model Updates 96	  
 We updated the KC03 ICM by incorporating the H2

17O isotopologue, allowing calculation of δ17O 97	  
and 17Oexcess, and by using improved equilibrium and kinetic fractionation factors.  The implementation 98	  
of δ17O into the ICM was accomplished by creating a second version of the ICM where all variables, 99	  
parameters, and functions pertaining to δD were replaced by those for δ17O, including the associated 100	  
fractionation factors.  We revised the isotopic fractionation factors during evaporation and 101	  
condensation based on studies by Uemura et al. [2005; 2010] and Ellehøj et al. [2013]. The most 102	  
important of these are the kinetic fractionation factors of oxygen-18 and deuterium for solid 103	  
precipitation, the kinetic fractionation factor during ocean evaporation, and equilibrium fractionation 104	  
factors for δD and δ18O at temperatures below freezing.   105	  
 Isotopic fractionation during evaporation and condensation are given as follows. The isotopic 106	  
composition of vapor evaporated from the ocean surface is determined by the total fractionation factor 107	  
for each isotopic species, calculated as the product of an equilibrium fractionation factor, αeq, and a 108	  
kinetic fractionation parameter that accounts for the boundary-layer process of vapor transport (i.e., 109	  
molecular diffusion and turbulence). For the non-equilibrium fractionation, we use the term k for the 110	  
kinetic fractionation parameter for evaporation over the ocean and αkin for the kinetic process of snow 111	  
formation. Note that terms αkin and k + 1 are sometimes used interchangeably, but their values may be 112	  
different.  The total fractionation factors for each process are then given by αtot = (k+1)αeq (ocean 113	  
evaporation) or αtot = αkinαeq (snow formation). 114	  
 115	  
 As in KC03, we use the liquid-vapor equilibrium fractionation factors for deuterium (2αeq = 116	  
n(HD16O)l /n(H2

16O)v ) and oxygen-18 (18αeq = n(H2
18O)l /n(H2

16O)v )	   from Horita and Wesolowski 117	  
[1994], for ocean surface temperatures above freezing,  where l = liquid, v = vapor:  118	  
 119	  
 18αeq = exp[(–7.685 + (6.7123(103/T)) – (1.6664(106/T2)) + (0.3504(109/T3)))/103]    Eq. 4 120	  
 121	  
 2αeq = exp[(1158.8(T3/109) – 1620.1(T2/106) + 794.84(T/103) – 161.04+2.9992(109/ T3))/103]  Eq. 5  122	  
 123	  
The value of k, for evaporation at the ocean surface, is poorly constrained, as it depends both on the 124	  
molecular diffusivities D of the different water isotopologues in air, and on turbulence in the boundary 125	  
layer at the ocean surface.  The usage of k is inconsistent in the literature: it is often referred to in terms 126	  
of a pure theoretical diffusivity fractionation factor, αdiff, following Merlivat and Jouzel [1979]: with k  127	  
= αdiff  – 1 = D/D* where D and D* refer to the molecular diffusivity in air of the light and heavy 128	  
isotopologues, respectively.  However, αdiff is also used to describe the combination of diffusion and 129	  
turbulence (e.g., [Cappa et al., 2003; Barkan and Luz, 2007; Uemura et al., 2008; Luz and Barkan, 130	  
2010; Uemura et al., 2010], in which case  αdiff  = [D/D*]n, where n is a parameter that ranges from 0 131	  
(complete turbulent diffusion) to 1 (pure molecular diffusion).  To avoid confusion, we use 18αdiff and 132	  
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2αdiff  to refer to the theoretical values for oxygen-18 and deuterium fractionation for pure molecular 133	  
diffusion, and 18α*diff  and 2α*diff  to refer to observed, effective diffusivity fractionation factors that 134	  
account for both diffusion and turbulence.  Thus k18 = 18α*diff –1 and kD = 2α*diff – 1. 135	  
 In GCMs, k is normally parameterized following Merlivat and Jouzel [1979] (hereafter MJ79), 136	  
who determined k as function of 10 meter wind speed (u10m) based on wind tunnel experiments by 137	  
Merlivat [1978b] and on the theoretical evaporation model of Brutsaert [1975].  In simpler isotope 138	  
models, the value of k is generally held constant, since changes in wind speed cannot be explicitly 139	  
accounted for [Gat, 1996; Cappa et al., 2003].  Here, we also assume that k is constant, following 140	  
KC03.  We use values based on recent isotopic measurements from water vapor samples collected over 141	  
the Southern Ocean by Uemura et al. [2008; 2010].  The initial value of 18α*diff reported by Uemura et 142	  
al. [2010] was 1.0083 ± 0.18 (1σ), determined by minimizing the root mean square error (RMSE) 143	  
between calculated and observed δ18O and δ17O data.  Later, the 18α*diff value was updated to 1.0096 144	  
by Luz and Barkan [2010], to account for the difference of 17Oexcess in seawater with respect to 145	  
VSMOW of –5 per meg.  This value provides the current best estimate of kinetic fractionation during 146	  
evaporation over the open ocean, where the influences of turbulence are inherent in the measured 147	  
value. To calculate kD, we use the relationship of the diffusivities ϕdiff (for δD and δ18O)  = ln(2αdiff 148	  
)/ln(18αdiff)  = 0.88 from Merlivat [1978a].  Note that our values for k18

 (0.0096) and kD (0.0084) are 149	  
considerably greater than those used by KC03 (k18 = 0.006 and kD =0.00528). To determine k17 we use 150	  
the ratio of the experimentally derived molecular diffusivities ϕdiff (for δ17O  and δ18O)  = ln(17αdiff 151	  
)/ln(18αdiff)  = 0.518 from Barkan and Luz [2007], which gives k17 = (k18 +1)0.518 –1 = 0.00496.  152	  
 For the condensation of precipitation, the isotopic fractionation of rain droplets is assumed to occur 153	  
under equilibrium conditions and is calculated using the equilibrium fractionation factors from Horita 154	  
and Wesolowski [1994] (see Eq. 5 above).  For the fractionation of water vapor during condensation 155	  
below freezing (the ice-vapor equilibrium fractionation values for 2αeq and 18αeq), we use values 156	  
obtained recently by Ellehøj et al. [2013] rather than the values of Majoube [1971] as used in KC03.  157	  
The choice of equilibrium fractionation factors between Majoube [1971] and Ellehøj et al. [2013] 158	  
significantly influences dexcess, but has little influence on the sensitivity of 17Oexcess, for which the 159	  
equilibrium fractionation factors are given by the power law relationship of 17αeq  =  (18αeq)0.529. 160	  
 Kinetic fractionation between vapor and ice during snow formation is calculated as: 161	  
 162	  
 αkin = Si /(1 + αeq(α*diff)(Si –1))                    Eq. 6 163	  
 164	  
where Si is the supersaturation ratio over ice within the condensing air mass.  The supersaturation ratio 165	  
with respect to ice is defined as (e/esi –1), where the	  water vapor pressure in the air is e, and esi is the 166	  
saturation vapor pressure over ice at the temperature of the air.  We use the formulation of Jouzel and 167	  
Merlivat [1984] where the supersaturation ratio is linearly related to the cloud condensation 168	  
temperature Tcond such that Si = c – FTcond  (Tcond in degrees Celsius).  The coefficient c represents the 169	  
initial supersaturation (e.g., 1.00 for 100 %) and F represents the temperature dependence of the 170	  
supersaturation ratio between total water (supercooled water droplets and vapor) and saturated vapor 171	  
pressure over ice.  In the polar regions, the presence of ice particles in a cloud produce an environment 172	  
where vapor deposition occurs in supersaturated conditions with respect to ice (i.e., (e/esi –1)×100 > 173	  
100 % ice saturation, which often occurs largely below water saturation (100 % RH)).   For the same 174	  
temperature, the saturation vapor pressure over ice is less than over water, which results in the 175	  
preferential growth of ice crystals at the expense of supercooled water droplets.  Due to extremely low 176	  
temperatures in Antarctica, droplet formation and subsequent freezing are unlikely, and thus the snow 177	  
is formed primarily through the mechanism of vapor deposition [Jouzel and Merlivat, 1984].  As 178	  
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temperatures decrease, both the supersaturation with respect to ice and the ice nuclei concentrations 179	  
increase, providing more abundant deposition nuclei for ice to form directly from the vapor phase 180	  
[Wallace and Hobbs, 2006]. This diffusive process favors the preferential deposition of H2

17O onto the 181	  
ice particle, leaving the remaining vapor enriched in H2

18O relative to the global meteoric water line 182	  
(GMWL = 0.528).  As ice deposition proceeds into the Antarctic interior, the 17Oexcess of the vapor is 183	  
progressively lowered, eventually resulting in lower 17Oexcess of the snow/ice particles. Once these 184	  
particles are deposited on the ice sheet surface, the process of sublimation is not thought to fractionate 185	  
isotopes [Neumann and Waddington, 2005]. 186	  
 As for k, the values for effective diffusion fractionation factors (α*diff) during snow formation are 187	  
not well constrained.  Jouzel and Merlivat [1984] assumed that the process of water vapor diffusing to 188	  
the ice crystal surface to form snow occurs under conditions of pure molecular diffusion.  This 189	  
assumption was based on results from frost grown onto a cooling plate (–20˚C) from room temperature 190	  
(20˚C).  However, this study was performed under conditions that did not control for the 191	  
supersaturation ratio and did not take into account the possible influence of turbulence during frost 192	  
formation.  Recent work by Uemura et al. [2005] produced experimental conditions that are thought to 193	  
more accurately represent those of mixed clouds in which both vapor and supercooled water droplets 194	  
coexist. They also accounted for turbulence during snow formation.  Their experiment produced lower 195	  
supersaturation ratios and suggested weaker kinetic fractionation than observed by Jouzel and Merlivat 196	  
[1984].  The supersaturation ratios determined by Uemura et al. [2005] for cloud condensation 197	  
temperatures of –13˚C  (Si = 1.165)  and –18˚C (Si = 1.221) are significantly lower than the estimated 198	  
value of  Jouzel and Merlivat [1984] (Si = 2.00). 	  Matching the supersaturation ratios determined by 199	  
Uemura et al.[2005] with the linear relation Si = c – FT requires F = 0.011 (given c = 1).  This is a 200	  
significantly greater value for F than is than is commonly cited in the literature [Petit et al., 1991; 201	  
Hoffmann et al., 1998; Schmidt et al., 2005; Landais et al., 2008; 2012b]. 202	  
 In the parameterization of αkin, greater supersaturation (Si) values require a commensurate 203	  
reduction in the α*diff value to produce reasonable values of αkin and still match isotopic data. The 204	  
results of Uemura et al. [2005] thus provide reason to question the assumption that the process of snow 205	  
formation occurs under purely molecular diffusive conditions, and implies that the effective diffusion 206	  
fractionation factors are lower than is usually assumed.  Previous modeling studies, including KC03, 207	  
have used the pure molecular diffusion values (18αdiff  = 1.0285) and (2αdiff = 1.0251) from Merlivat 208	  
[1978a].   209	  
 To determine an optimal model value for 18α*diff, we evaluated the effect of different values of 210	  
18α*diff and Si on the spatial gradient in 17Oexcess, as observed in Antarctic snowfall [Schoenemann et 211	  
al., 2014]. Note that the coefficient F controls the temperature-dependence of Si, and therefore is most 212	  
relevant to the following sensitivity analysis, while c is assumed to be at saturation (i.e., c =1).  For 213	  
calculating αkin during snow formation in the ICM, we tested a range of 18α*diff values from 1.0096 214	  
(molecular diffusion with turbulence) to 1.0285 (pure molecular diffusion) with a range of F values 215	  
used in previous studies (F = 0.002 to 0.008), and then determined the corresponding change in 216	  
17Oexcess between –30 and –55˚C (Table 1).  The lower 18α*diff value is identical to the effective 217	  
diffusion fractionation value used over the ocean during evaporation (k18 +1 = 1.0096), and was 218	  
chosen as a plausible low-end estimate of turbulent processes within a cloud.  Although any range of 219	  
diffusion fractionation factors between pure molecular diffusion and pure turbulence are possible in 220	  
principle, we found that the combination of low 18α*diff values (e.g., 1.0096) and a high sensitivity of 221	  
supersaturation to temperature (e.g., F = 0.008) produced more realistic 17Oexcess gradients that were 222	  
also less sensitive to small adjustments in F (Table 1). Compared to the pure molecular diffusion value 223	  
(18αdiff = 1.0285) used previously by KC03, our value (18α*diff = 1.0096) represents a process that is 224	  
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approximately 35% diffusive, or in terms of the turbulence parameter n, a value of n = 0.34.  As for k, 225	  
to calculate values of 2α*diff we use the relationship of the kinetic fractionation factors given by ϕdiff = 226	  
0.88 from Merlivat [1978a] and confirmed by Luz et al. [2009], where 2α*diff = (18α*diff)0.88.  We note 227	  
that the choice of ϕdiff of 0.88 from Merlivat [1978a] or 0.52 from that of Cappa et al. [2003] has only 228	  
a minor effect on the results, lowering dexcess and dln by only about 1 ‰ for even the most depleted 229	  
δ18O values.   230	  
	   231	  
2.  Observational Data Sets 232	  
 KC03 examined two hypothetical water-vapor transport paths that both approach central East 233	  
Antarctica. The term “path” refers to a specified spatial distribution of climate variables, zonally 234	  
averaged over a particular geographic zone and timeframe, and is expressed as a function of latitude.  235	  
The first path (Path 1) is that used by Hendricks et al. [2000] which begins in the southern Pacific 236	  
Ocean, travels along the Antarctic Peninsula and crosses Antarctica from the west to the central East 237	  
Antarctic Plateau.  The second path (Path 2) originates over the southeastern Indian Ocean and reaches 238	  
East Antarctica directly from the north, following the path taken during the 1990 International Trans- 239	  
Antarctica Expedition [Dahe et al., 1994].  We include Path 1 (not shown) and Path 2 in order to 240	  
ensure that our calculations are consistent with those of KC03. 241	  
 We define two additional transport paths that include a more representative spatial area for the 242	  
moisture source regions contributing to precipitation at Vostok (78.47˚S, 106.87˚E) and WAIS Divide 243	  
(79.47˚S, 112.09˚W).  We use the reanalysis products from National Center for Environmental 244	  
Prediction/Department of Energy (NCEP/DOE) II ([Kanamitsu et al., 2002], hereafter referred to as 245	  
NCEP2) covering the period from 1979 to 2011 to investigate how the spatial and temporal variations 246	  
in the climate fields influence the seasonal cycle of modeled water isotopes.  For the East and West 247	  
Antarctica sectors, the longitudinal ranges are based on the back trajectories derived from the 248	  
Lagrangian particle transport model FLEXPART results of [Sodemann and Stohl, 2009].  The East 249	  
Antarctic sector is similar to Path 2 used by KC03, but rather than a single longitude, the “path” 250	  
comprises a broader longitudinal range from 0˚E to 120˚E.  The West Antarctica sector spans 251	  
longitudes between 70˚W and 150˚W.  These longitude ranges are slightly narrower than the 1σ range 252	  
given in Sodemann and Stohl [2009], but centered on the same mean moisture source longitudes 253	  
determined in that study for Vostok (~60˚E) and Byrd (~105˚W).  The reduced longitude ranges should 254	  
not have significant consequences, since most climate parameters of the mid-latitude and polar oceans 255	  
are zonally fairly uniform.  Both paths originate in the low-latitudes (27˚S) and end at the latitude of 256	  
their respective ice core site (Figure 1). The low-latitude limit is identical to that used in KC03, and 257	  
represents the average peak evaporation latitude band where moisture divergence is directed poleward.  258	  
 The climate parameters required as inputs for the ICM are sea-surface/skin temperature (SST, in 259	  
˚C), entire atmospheric column water content (mm), precipitation rate (mm a-1), evaporation rate (mm 260	  
a-1), and relative humidity (%).  As no surface evaporation rate data are available for NCEP2, the latent 261	  
heat flux is used instead, converted to an evaporation rate using the latent heat of vaporization (2.26 262	  
×106 J/kg) over the oceans and the latent heat of sublimation (2.838 ×106 J/kg, [Bromwich et al., 2011]) 263	  
over the Antarctic continent.  For simplicity of calculation we set the latitudinal boundary between the 264	  
latent heat of vaporization and sublimation at 73˚S and 66˚S, for the West and East path, respectively.  265	  
This simplification has little impact on the resulting evaporation rate calculations, and provides results 266	  
that are consistent with ECMWF ERA-Interim evaporation rates for the Southern Hemisphere.  The 267	  
NCEP2 data are calculated as monthly averages for each parameter and then zonally averaged over 268	  
latitude and longitude for each respective path.  Note that the zonal averaging tends to reduce the 269	  
meridional temperature gradients compared to that for a single longitude like that used for Path 2. In 270	  
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Figure 2 we show a seasonal average for austral winter (JAS) and summer (DJF), based on the monthly 271	  
reanalysis data, as an example of the range of climate variables with respect to latitude.  272	  
 To evaluate the performance of the ICM, we compared the mean annual paths to a number of 273	  
Antarctic isotopic data sets that include mean annual dexcess and 17Oexcess measurements.  As in KC03, 274	  
we used the δ18O, δD and dexcess data obtained from the 1990 International Trans-Antarctica Expedition 275	  
traverse that spans both West and East Antarctica [Dahe et al., 1994].  To obtain the dln values, the 276	  
same δ18O and δD data are converted into the logarithmic form as proposed by Uemura et al. [2012] 277	  
and described in detail by Schoenemann et al. [2014] .  To make direct comparisons with the West and 278	  
East Antarctic paths, we used select isotopic measurements from the Antarctic-wide compilation of 279	  
Masson-Delmotte et al. [2008] that were located within the respective West and East Antarctic sectors.  280	  
We only included the isotopic data (for δ18O, δD, and dexcess) that had latitude, longitude, and 281	  
temperature information associated with them.  For 17Oexcess, we used the compilation of present-day 282	  
measurements from Antarctic ice core sites from Schoenemann et al. [2014].  West Antarctic sites 283	  
include 17Oexcess from Siple Dome and WAIS Divide; coastal East Antarctic sites include D57 and 284	  
Taylor Dome, and interior East Antarctic sites include Dome F, Dome C, and Vostok (Figures 2 and 285	  
3).  We use the difference in the 17Oexcess between the marine-influenced sites and the East Antarctic 286	  
plateau to define the spatial gradient in 17Oexcess.  The decrease in 17Oexcess is 24 to 33 per meg, for a 287	  
change in δ18O from –33.8 ‰ (WAIS Divide) to –56.5 ‰ (Vostok) [Schoenemann et al., 2014].  For 288	  
ICM comparisons with the seasonal dexcess and 17Oexcess variability at Vostok we use the event-based 289	  
precipitation data from the study of Landais et al. [2012a], and for WAIS Divide we use 17Oexcess data 290	  
we obtained from water samples provided by S. Rupper, from the Satellite Era Accumulation Traverse 291	  
(SEAT) 2011–3 firn core (latitude: 78˚43.7`S, longitude: 114˚43.9`W), using methods described in 292	  
Steig et al.[2014].  All 17Oexcess values are normalized to the VSMOW-SLAP scale as in Schoenemann 293	  
et al. [2014].  Note that some earlier studies did not normalize to VSMOW-SLAP and therefore the 294	  
values presented here will be different from the previously published data.	   295	  
 296	  
3. Model Calibration and Application 297	  
 Here, we use the same climate paths as in Kavanaugh and Cuffey [2003] to calibrate the updated 298	  
ICM and to compare with results from the annual-averaged East and West paths.  To aid in the 299	  
interpretation of dexcess and provide an additional isotope constraint, we include the natural log 300	  
definition of dexcess, denoted dln, defined by Uemura et al. [2012] as:  301	  
 302	  
 dln = ln(δD+1) – (–2.85 × 10–2 (ln(δ18O+1))2 + 8.47(ln(δ18O +1))        Eq. 7  303	  
 304	  
To calibrate the ICM to the isotopic data there are five tunable parameters that can be adjusted, for 305	  
each isotope ratio of interest. These are: the ocean surface water isotopic composition at the low- 306	  
latitude limit, the initial δ18O, δ17O and δD composition of atmospheric vapor (calculated in the ICM 307	  
from assigned values of the average isotopic composition of precipitation), the fraction of high-latitude 308	  
eddy diffusive transport (fk), and the cloud supersaturation coefficients c and F.  We keep the oceanic 309	  
surface water isotopic composition at 0 ‰ with respect to VSMOW for all the isotope ratios, but this 310	  
can be varied to reflect glacial-interglacial changes or localized source conditions.  The atmospheric 311	  
δ18O, δ17O, and δD for the low-latitude limit are calculated (accounting for surface rh and SST) from 312	  
the δ18O, dexcess, and 17Oexcess from prescribed values of precipitation.  The values used here for the 313	  
precipitate composition are the same as in KC03 for δ18O = –3.0 ‰, δD = –14.0 ‰, and dexcess = + 10.0 314	  
‰, and we use the value of 17Oexcess = 33 per meg from the compilation of meteoric waters by [Luz and 315	  
Barkan, 2010].  We back-calculated the δ17O = –1.552 ‰ based on the 17Oexcess and δ18O precipitation 316	  
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values above.  We set the ratio of high-latitude eddy-turbulence to advective transport (fk) to be 0.65 317	  
following KC03. 318	  
 The coefficients of cloud supersaturation (c = 1.04 and F = 0.003) determined by KC03 were based 319	  
on tuning to match Antarctic isotopic data using the older fractionation factors and therefore are no 320	  
longer consistent with the updated equilibrium and kinetic fractionation factors described in the Model 321	  
Updates section.  To determine new best-fit supersaturation values of c and F, we use the Path 2 322	  
climate inputs and observational data.  We emphasize that the supersaturation fit is dependent on the 323	  
choice of molecular diffusivities during snow formation (discussed earlier); however, any combination 324	  
of diffusivities and supersaturation coefficients chosen must reproduce the present-day spatial gradient 325	  
of 17Oexcess and still be consistent with dexcess and dln.   Because KC03 did not include 17Oexcess, we first 326	  
compare the updated Path 2 dexcess and dln with the isotopic measurements of Dahe et al. [1994] and the 327	  
original KC03 results.  In order to improve the agreement between the ICM and data, the coefficients 328	  
for the supersaturation function (c and F) are tuned to visually fit both the dln and dexcess data.	   	  Recall 329	  
that the value of c controls the magnitude of the initial supersaturation (i.e., the intercept) and therefore 330	  
adjustment of c is typically set at 1.00 (i.e., 100% saturated) [Landais et al., 2008; Luz and Barkan, 331	  
2010; Steen-Larsen et al., 2011; Landais et al., 2012a; 2012b].  As recommended by Kavanaugh and 332	  
Cuffey [2003], to evaluate the goodness-of-fit of the ICM, we compare the water isotope parameter of 333	  
interest (dexcess, dln, 

17Oexcess) to the total distillation (for which δ18O is a proxy), rather than to external 334	  
variables like T or latitude (Figures 3 and 4).   The best model-data agreement for both dexcess and dln 335	  
occurs when using a high sensitivity of supersaturation to temperature where F = 0.01, when c = 1.0   336	  
 We then use c = 1.0 and F = 0.01 determined from above to calibrate 17Oexcess.  When we use such 337	  
a value of F for 17Oexcess in Path 2, the spatial gradient for 17Oexcess is greatly overestimated.  Next we 338	  
tried progressively lower values of F to improve the 17Oexcess–data fit.  We found that a lower 339	  
sensitivity (still relatively high) of F = 0.007 better fits the 17Oexcess data.  To reconcile the difference 340	  
between the two possible values of F an average could be taken; however, because the slope of 17Oexcess 341	  
is considerably more sensitive to F than that for dexcess, we choose to use 17Oexcess as the primary 342	  
benchmark for the tuning of supersaturation.   343	  
 While the use of Si = 1.00–0.007T does not produce a sufficient depletion of δ18O relative to dexcess 344	  
and dln, the mean annual dexcess (dln) value at the end of the Path 2 remains within the upper bound of 345	  
the measured isotopic values (Figures 3 and 4). The somewhat different best-fit value of F for 17Oexcess 346	  
and dexcess (or dln) is not ideal, and suggests an incomplete understanding of the relationship among 347	  
supersaturation, temperature, and isotope fractionation.   However, these results also highlight the 348	  
added benefit of having 17Oexcess as an extra constraint on the ICM that was not available to KC03.  To 349	  
our knowledge, this is the first time that 17Oexcess has been used in tandem with dexcess and dln to 350	  
constrain the supersaturation coefficients and the relationship between supersaturation and molecular 351	  
diffusivities.  352	  
 The ICM results acquired by using the NCEP2 reanalysis data for the mean annual East path using 353	  
the same model tuning parameters of c = 1.0 and F = 0.007 are then compared to the calibrated Path 2. 354	  
To better evaluate the model-data fit for the East and West path dexcess and dln, we include additional 355	  
isotopic observations from Masson-Delmotte et al. [2008] specific to each path that provide much 356	  
greater spatial coverage in δ18O–dexcess space than the data set for Path 2 used previously from Dahe et 357	  
al. [1994] (Figure 4).  Compared to the Masson-Delmotte et al. [2008] data, the East path dexcess and dln 358	  
are more enriched relative to the depletion of δ18O than for Path 2.  Both the East path and Path 2 mean 359	  
17Oexcess values in coastal Antarctica are higher than observations, but the East path produces a lower 360	  
spatial gradient in 17Oexcess that better matches the coastal-to-interior change in 17Oexcess data (Figures 3 361	  
and 4).  Adjustment of the initial 17Oexcess precipitation value at the low-latitude limit could improve the 362	  
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model-data offset, but the 17Oexcess value must also be consistent with the surface relative humidity.  363	  
Here we have offset the entire NCEP2 relative humidity field (rh + 10%) to be in agreement with the 364	  
relative humidity values as used in KC03, which also produces closer equilibrium between the model 365	  
17Oexcess and surface rh.  Comparison of the West path with 17Oexcess measurements in coastal/West 366	  
Antarctica confirms a similar positive 17Oexcess offset between the ICM and data as found for the East 367	  
path (Figure 4).  368	  
 369	  
4. Results: Numerical Experiments 370	  
 We use perturbation experiments to investigate the sensitivity of 17Oexcess, dexcess and dln to relative 371	  
humidity and sea surface temperature changes. The results obtained by adjusting relative humidity or 372	  
surface temperatures (ocean and ice sheet) are compared to the results for the mean annual climate of 373	  
the West and East paths.  We employ the insights gained from these model perturbation experiments to 374	  
evaluate results from seasonal cycle experiments. 375	  
 376	  
4.1 Relative humidity 377	  
 The relative humidity in the boundary layer at the ocean surface controls the moisture gradient 378	  
between the ocean surface and the overlying unsaturated vapor, which determines the molecular 379	  
diffusive transport of water isotopes from the saturated surface layer to drier atmospheric air. Increases 380	  
in rh will reduce the importance of kinetic fractionation, lowering dexcess, dln and 17Oexcess ([Merlivat and 381	  
Jouzel, 1979; Barkan and Luz, 2007].  Additionally, dexcess and dln in marine vapor is controlled by the 382	  
SST through the temperature dependence of αeq (which should not to be confused with the temperature 383	  
dependence of rh on SST).  Based on a global-scale closure assumption, the isotopic model of Merlivat 384	  
and Jouzel [1979] predicts a relationship between dexcess in vapor with rh of –0.43‰/% and SST of 385	  
0.35 ‰/˚C.  While this estimation is useful for understanding the relationship between dexcess and ocean 386	  
surface conditions, the effects of wind speed on evaporation and the subsequent process of 387	  
precipitation and snow formation in the polar regions complicates the interpretation of dexcess in ice 388	  
cores as a source region proxy [Petit et al., 1991; Vimeux et al., 2001a].   389	  
 To investigate the effect of relative humidity changes on 17Oexcess, dexcess, and dln, we apply both a 390	  
global reduction and a global increase of 5 and 10% in relative humidity.  No other changes are 391	  
imposed in the model.  We perform the experiments for both the East and West path to determine if 392	  
spatial differences in ocean surface conditions influence the sensitivity of the isotope parameters.  In 393	  
KC03, the relative humidity field was linearly related to the SST field, where rh = 0.9 – 0.005T with T 394	  
in ˚C.  Here, we use the relative humidity field derived from the monthly mean annual NCEP2 395	  
reanalysis data for each respective path.  Note that in the ICM the relative humidity field is considered 396	  
only during evaporation (i.e., only over the ocean with a SST cutoff of –3.6˚C).  For the East path the 5 397	  
and 10% reductions in relative humidity result in uniform increases of 17Oexcess over the ice sheet of 8 398	  
and 15 per meg, respectively, while an increase in relative humidity has an equal and opposite effect 399	  
(Figure 5).  Over the ocean, the 17Oexcess response increases moderately with latitude from the initial 400	  
source region for both the East and West path, reaching “equilibrium” in the mid-latitudes (45 to 60˚S) 401	  
(Figure 5).  Our calculations for the East path produce a sensitivity of 17Oexcess to relative humidity of – 402	  
1.4 per meg/% over the mid-latitude region, which increases slightly to –1.5 per meg/% over the ice 403	  
sheet.  For the West path, reductions in relative humidity of 5 and 10% produce 17Oexcess values that 404	  
increase by 7 and 14 per meg over the ice sheet.  The sensitivity of 17Oexcess to relative humidity is 405	  
therefore only slightly lower than for the East path; –1.2 per meg/% and –1.4 per meg/% for the ocean 406	  
and the ice sheet, respectively.  These values are somewhat higher but reasonably consistent with 407	  
previous (Single Column Model-based) estimates of –1.0 per meg/% from Risi et al. [2010]. 408	  
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 The global 5 and 10% reductions in relative humidity produce similar patterns of response for 409	  
dexcess and dln, with mostly spatially uniform increases in both parameters.  As for 17Oexcess, the response 410	  
in dexcess and dln is slightly greater for the East path than West path.  Calculations for the East path give 411	  
a sensitivity of dexcess to relative humidity change of –0.50 ‰/% over the ocean and  –0.53 ‰/% over 412	  
the ice sheet.  For the West path, the dexcess sensitivity is lower over the ocean (–0.42 ‰/%) and ice 413	  
sheet (–0.49 ‰/%).   Contrary to dexcess, the response of dln to the change in relative humidity gradually 414	  
increases between the mid-latitude ocean and ice sheet. This is true for both the East and West path.  415	  
The dln sensitivity is –0.58 ‰/% over the ocean (45 to 60˚S) and –0.77 ‰/% over the ice sheet (78˚S) 416	  
for the East path, and –0.49 ‰/% and –0.63 ‰/% for the West path (80˚S).  The isotopic sensitivity of 417	  
dexcess to the prescribed relative humidity changes is similar to the results of KC03 who obtained an 418	  
average value of –0.4 ‰/% despite using different relative humidity fields.  419	  
 420	  
4.2 Surface Temperature 421	  
Spatial Variation of Isotopic Sensitivity 422	  
 We use the ICM to examine the isotopic response ∆(17Oexcess, dexcess and dln) to local climatic 423	  
temperature change ∆T at the site of interest (i.e., the ice core sites: Vostok and WAIS Divide) on the 424	  
ice sheet.  The isotopic response to temperature has been shown to depend on geographic location, 425	  
with smaller responses at the continental margin and larger responses in the interior [Hendricks et al., 426	  
2000; Kavanaugh and Cuffey, 2003].  We designed four simple experiments. The first two experiments 427	  
applied a global ± 5˚C change to the surface temperature field; hereafter referred to as experiments 428	  
Minus5 and Plus5. For these experiments a ± 5˚C change was applied to the high-latitude core site 429	  
(78˚S and  80˚S for the  East and West path, respectively) with a magnitude that diminished to 0˚C at 430	  
the low-latitude limit as shown in Figures 6a and 6b.  We refer to these experiments as Minus5-0 and 431	  
Plus5-0.  This design mimics the effects of polar amplification, where the high latitude sites warm or 432	  
cool considerably more than the mid to low-latitude regions.  To isolate the effect of surface 433	  
temperature we hold the relative humidity field constant, and P and E are unchanged. Note that if the 434	  
rh is constant, then the water content w must be allowed to adjust to the temperature change.   435	  
 The results for the East and West path are shown in Figure 6.  The top panel shows the prescribed 436	  
change in temperature for each path, the solid lines represent the cooling or warming over the entire 437	  
model domain (Minus5 and Plus5 experiments), and the short-dashed lines for the Minus5-0 and 438	  
Plus5-0 experiments.  We calculate the temporal (i.e., not spatial isotopic gradients)  isotopic 439	  
sensitivity, defined as γ = ∂δ/∂T (as in KC03), for γδ18O, γ17O, γdxs and γdln over the entire model 440	  
domain for both paths.  Note that in Figure 6 we truncate the latitudes, displaying only 40˚S to 80˚S to 441	  
focus on changes in the mid-latitude source regions and Antarctic continent. 442	  
 The isotopic sensitivity, γδ18O, displays the characteristic response of increasing sensitivity toward 443	  
high latitudes for both the East and West paths, with a stronger sensitivity for the East path.  In general, 444	  
the Plus5 and Minus5 experiments produce a nearly identical γ over the ocean regions for each isotopic 445	  
parameter, with the main differences in sensitivity occurring over the ice sheets.  For the East and West 446	  
path, the response of γδ18O is higher when the equator-to-pole temperature gradient is altered (dashed 447	  
lines), producing similar isotopic sensitivity for both increases (Minus5-0) and decreases (Plus5-0) in 448	  
the temperature gradient.  The major differences in isotopic sensitivity between the East and West path 449	  
occur for 17Oexcess and dexcess.  For 17Oexcess, the response of γ17O is anticorrelated with γδ18O for the 450	  
West path throughout the model domain, while for the East path γ17O switches from anticorrelated to 451	  
positively correlated southward of ~75˚S.  In Figure 6e, the near overlap of the solid and short-dashed 452	  
lines for both sets of experiments indicates the dominance of site temperature (through the 453	  
temperature-dependent parameterization of supersaturation, Si) in controlling the response of 17Oexcess 454	  
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for the East Path. This is not the case for the West Path, which suggest that ice-vapor kinetic 455	  
fractionation plays a weaker role in West Antarctica, where temperatures are generally higher. The 456	  
larger γ17O for the colder experiments (Minus5, Minus5-0) for the East path is also indicative of the 457	  
strong effect of kinetic fractionation on 17Oexcess in extremely cold conditions.  At Vostok, γ17O reaches 458	  
values of 4.5 per meg/˚C for the cooling experiments, while at WD the average γ17O is about –1 per 459	  
meg/˚C.   The relatively constant and minimal mean γ17Oexcess (–0.44 and –0.28 per meg/˚C) for both 460	  
the East and West paths over the oceans indicates that 17Oexcess is less sensitive to changes in ocean 461	  
surface temperatures than relative humidity, as expected from the very low theoretical sensitivity of 462	  
17Oexcess to temperature during evaporation [Barkan and Luz, 2007; Landais et al., 2008].   463	  
 In the case of dexcess and dln, the isotopic response to a given change in temperature over the ocean 464	  
is opposite in sign to that of 17Oexcess.  That is, colder sea surface temperatures cause lower dexcess and 465	  
dln.  The magnitude of the response of dexcess and dln to a given change in temperature for the Plus5 and 466	  
Minus5 is ~0.38 ‰/˚C over the ocean.  The sensitivity to temperature is lower for both the Plus5-0 and 467	  
Minus5-0 experiments (dashed lines), with average values of 0.21 ‰/˚C for γdxs and 0.11 ‰/˚C for 468	  
γdln.  Despite the differences in surface temperature gradients between the Minus5-0 and Plus5-0 469	  
experiments, γdxs and γdln do not begin to diverge from one another until ~60˚S for the West path and 470	  
~55˚S for the East path.  The γdxs and γdln remains positive for the entire West path, while for the East 471	  
path γdxs becomes anticorrelated midway into the interior (~75˚S), and more strongly so for the colder 472	  
experiments (Minus5 and Minus5-0) (Figure 6g ).  In Figure 6i and 6j, the dashed lines demonstrate 473	  
that the dln response is small if only the poles are cooled, and that only when changes to SST occur 474	  
across the entire domain is there a consistent and large response. Figure 6 shows that for all the 475	  
isotopic parameters, the isotopic sensitivity increases toward the interior of the continent, with an 476	  
opposite sign of sensitivity for 17Oexcess and dexcess between the East and West Antarctic interiors.  The 477	  
sensitivity increases by approximately a factor of two for δ18O, dexcess and dln, and by a factor of three 478	  
to four for 17Oexcess, in going from the mid latitudes towards the interior of the continent.  For most of 479	  
the temperature perturbation experiments, the isotopic sensitivity is comparable to the present-day 480	  
isotopic spatial gradients for East and West Antarctica.  This differs from the results of KC03, who 481	  
found isotopic sensitivities that were significantly larger in the interior of the continent than the 482	  
isotopic spatial gradient. 483	  
 484	  
4.3 Annual Cycle at WAIS Divide and Vostok 485	  
 The aim of this section is to estimate the magnitude of the seasonal cycle in 17Oexcess, dexcess, and dln 486	  
for both Vostok and WAIS Divide using the ICM.  We examine the temporal and spatial variation of 487	  
isotopic sensitivity by using the monthly averaged reanalysis data for the West and East Antarctic 488	  
sectors.  In KC03, the location of a given ice core site in the model was determined by matching the 489	  
modeled δ18O composition to the observed mean annual δ18O, and any changes at the “site” were 490	  
relative to the original model δ18O site composition.  To examine the seasonal cycle at Vostok and 491	  
WAIS Divide, we choose instead to use the actual model latitude of the ice core site rather than the 492	  
model δ18O site composition.  This is done in order to directly compare the model latitudes with the 493	  
identical latitudes of the NCEP2 reanalysis climate variables.  While this results in mean isotope values 494	  
slightly lower than actually observed at the real WAIS Divide and Vostok sites, it does not affect 495	  
interpretation of the results. For the East path and West path, the maximum model latitude is ~78˚S and 496	  
~80˚S respectively.  When we refer to “Vostok” and “WD,” the site locations represent the final 497	  
trajectory of each path in the ICM. 498	  
 In the following sections we compare the model isotope results to surface temperature for direct 499	  
comparison with observational data sets.  It should be noted that the condensation temperature 500	  
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determines the degree of isotopic distillation in the model, which is derived from the surface 501	  
temperature field.  The condensation temperature is given by a static atmospheric lapse rate of 6˚C/km, 502	  
for a height of 1 km, which was chosen by KC03 as representative of the average height of precipitate 503	  
formation, and is approximately equal to the 850 hPa temperature height used by other Antarctic 504	  
precipitation studies [Schlosser et al., 2008].  Adjustments to the atmospheric lapse rate are not 505	  
explored in this work, but are worth considering in future experiments.  The ICM is parameterized to 506	  
produce an inversion layer for both East and West Antarctica, the magnitude of which linearly depends 507	  
on the surface temperature and is designed to generally match inversion temperature observations from 508	  
East Antarctica (Figure 7g and 7h).  Note that for both paths, the ICM monthly surface temperatures 509	  
are slightly elevated with respect to the NCEP2 reanalysis 2.5 x 2.5˚ grid cell enclosing the site 510	  
location due to the zonal sector averaging (Figures 1 and 8).  This may cause an underestimation of the 511	  
actual isotopic seasonal cycle for the investigated sites. 512	  
 513	  
Seasonal Cycle of δ18O and Temperature at Vostok (East Path) 514	  
 Results for the East path indicate a strong seasonal cycle in δ18O with a peak-to-trough range of 515	  
~25 ‰ for Vostok. The amplitude of the δ18O cycle is comparable to seasonal measurements from 516	  
Vostok station that range from  –50 ‰ to –67 ‰ during the months of March through October 517	  
[Landais et al., 2012a].  The ICM also reproduces the amplitude of annual variability of δ18O (±8.2 ‰, 518	  
1σ) reasonably well compared to Vostok seasonal measurements (±5.2 ‰, 1σ).  The δ18O seasonal 519	  
cycle produced by the ICM generally follows the monthly NCEP2 prescribed temperatures.  The ICM 520	  
predicts the lowest δ18O values during the months of September and October, rather than during the 521	  
conventional “peak” winter season (JAS) (Figure 8).  An important aspect of these results is that the 522	  
δ18O in the ICM does not solely track temperature as would occur in a simple Rayleigh-type 523	  
distillation model.  Rather, the ICM is influenced by moisture availability from evaporative recharge 524	  
along the transport path.  The lowest δ18O values during the months of September and October 525	  
correspond to a minimum in water content and precipitation, and maximum in sea ice concentration, 526	  
which in tandem with the cold temperatures produces the more depleted δ18O. 527	  
 Figure 9 shows a plot of the relationship of the model δ18O and model surface temperature, 528	  
indicating a significant linear relationship (R2 = 0.91) between δ18O and surface temperature (∆δ18O/∆T 529	  
= 0.89 ‰/˚C).  The ICM temporal slope is more than double that estimated from seasonal data at 530	  
Vostok (0.35 ‰/˚C) for a similar range of temperatures.  This may suggest that the ICM is overly 531	  
sensitive to temperature for colder locations; note however that the Vostok seasonal slope is based on 532	  
less than a complete year of event-based precipitation measurements ([Landais et al., 2012a]) that do 533	  
not span a full seasonal temperature range, and therefore probably underestimates the full magnitude of 534	  
the seasonal cycle.  535	  
 536	  
Seasonal Cycle of  17Oexcess for Vostok 537	  
Results from the ICM for Vostok produce a seasonal cycle in 17Oexcess that closely resembles the δ18O 538	  
seasonal cycle.  The 17Oexcess seasonal cycle has a large amplitude, from low values of –10 per meg in 539	  
September to peak values of 39 per meg in January, and a step-like profile with abrupt fall and spring 540	  
transitions (Figure 8).  The strong intra-annual variability predicted by the ICM (±18 per meg, 1σ) is in 541	  
excellent agreement with the observed variability of Vostok seasonal 17Oexcess (±18 per meg, 1σ), 542	  
although the mean annual ICM value of 10 per meg overestimates the average seasonal Vostok 543	  
17Oexcess measurement of –6 per meg [Landais et al., 2012a].  Previous work by Landais et al. [2012a] 544	  
showed that 17Oexcess measurements at Vostok had a positive but insignificant relationship with 545	  
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temperature of 0.92 per meg/˚C, R2 = 0.25, which they attributed to variability in the source regions for 546	  
the event-based samples.  Over a similar temperature range, the ICM results show a positive 547	  
correlation between 17Oexcess and temperature (2.1 per meg/˚C) with much greater significance (R2 = 548	  
0.96) (Figure 9a).  The strong positive correlation between 17Oexcess and surface temperature should be 549	  
expected, as the primary control on 17Oexcess at very low temperatures (at least in the model) is the 550	  
temperature-dependent supersaturation parameterization during snow formation.   551	  

Note that we overestimate both the δ18O and 17Oexcess temporal isotope slopes by approximately the 552	  
same amount – a factor of two – compared with observations.  However, as already noted, the 553	  
observations are limited and likely underestimate the full seasonal cycle.  Additional field data from 554	  
Vostok and elsewhere in the East Antarctic interior would be useful.  The model results suggest a 555	  
similar relationship between δ18O and 17Oexcess to that observed.  For Vostok, a strong positive 556	  
correlation is observed between the model 17Oexcess and δ18O (2.1 per meg/‰, R2 = 0.94) (Figure 9c).  557	  
Landais et al. [2012a] also found the relationship between 17Oexcess and δ18O data to be more significant 558	  
than that observed with temperature, with a similar sensitivity of (2.96 per meg/‰, R2 = 0.78).  The 559	  
relationship between 17Oexcess and δ18O is also in good agreement with the interannual measurements 560	  
from Winkler et al. [2013].	   561	  
 The evolution of the 17Oexcess seasonal cycle for the East path displays some notable features. Low 562	  
17Oexcess values occur from April to October, tracking the long “coreless” East Antarctic winter, 563	  
interrupted by a small peak during the months of JJA (Figure 8).  The 17Oexcess increase during JJA 564	  
coincides with the annual peak in local precipitation rate, and minor rises in water content and 565	  
temperature (Figure 7e and 7g, water content not shown).  The same climatological conditions also 566	  
produce decreases in dexcess and dln, and enrichment of δ18O. The lowest 17Oexcess value occurs in 567	  
September despite equally cold temperatures during the prior four months.  During this interval, sea ice 568	  
concentration in the East path sector steadily increases to its peak concentration in September (Figure 569	  
10e) while precipitation at Vostok reaches a local minimum (Figure 7e). These results suggest that the 570	  
model 17Oexcess for the East path is primarily sensitive to site temperature, but with additional sensitivity 571	  
to changes in precipitation rate and sea ice concentration, consistent with the earlier GCM-based 572	  
results of Schoenemann et al. [2014].  573	  
 In Figure 11, the monthly 17Oexcess model results are shown as a function of latitude for the East 574	  
path.  In the annual average, the East path 17Oexcess shows no latitudinal trend with the SST or relative 575	  
humidity over the ocean.  The maximum seasonal range in 17Oexcess over the mid-latitude source region 576	  
(37 to 52˚S for Vostok, [Sodemann and Stohl, 2009]) is ~8 per meg, with the lowest values occurring 577	  
in austral summer and fall, and the highest values during austral winter and spring.  The high 17Oexcess 578	  
values during fall and winter coincide with lower relative humidity and cooler sea surface temperatures 579	  
(Figure 10a and 10e), which both contribute to raising 17Oexcess.  Based on the modeled sensitivity of 580	  
17Oexcess to relative humidity and SST, the 2.5% maximum annual range in rh can account for 3.5 per 581	  
meg of the annual variation, while the 3˚C change in SST can produce no more than 1.5 per meg.  582	  
Over the East Antarctic sea ice region (~54 to 66˚S), the greatest spatial variation in 17Oexcess values 583	  
occurs for the winter and spring months, with decreases of 2 to 4 per meg, while summer and fall 584	  
months show no response.  These results show that 17Oexcess is sensitive to the presence of sea ice, 585	  
particularly in the winter months during the greatest concentration. This supports the results of 586	  
Schoenemann et al. [2014], who examined the sensitivity of 17Oexcess to imposed changes in sea ice 587	  
boundary conditions in a GCM. 588	  
 589	  
 590	  
 591	  
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Seasonal cycle of dexcess and dln for Vostok 592	  
 The dexcess and dln seasonal cycle for the East path are nearly identical to one another, albeit with 593	  
slightly different magnitudes.  Both have low values during the austral summer and peak values during 594	  
austral winter.  The amplitude of the model dexcess seasonal cycle is approximately 30 ‰.  This is in 595	  
reasonable agreement with the seasonal dexcess data from Vostok which range from 5 to 27 ‰ [Landais 596	  
et al., 2012a].  Comparison of the mean annual dexcess from the ICM (23 ‰) with the seasonal Vostok 597	  
measurements (18 ‰) shows reasonable agreement, although the ICM values are higher than mean 598	  
annual dexcess values from earlier Vostok ice core and snow pit (~15 ‰) measurements [Vimeux et al., 599	  
2001b; Masson-Delmotte et al., 2008].   600	  
 To characterize the temporal sensitivity of dexcess to both temperature and δ18O, we plot them in 601	  
Figure 9.  Over the temperature range of –35 to –60˚C the dexcess sensitivity to temperature is – 602	  
0.92‰/˚C (R2 = 0.77) and for δ18O the negative correlation is even stronger  (–1.17‰/‰, R2 = 0.96).  603	  
In comparison, the seasonal dexcess measurements at Vostok showed a negative but insignificant 604	  
correlation between dexcess and site temperature (–0.22‰/˚C, R2 = 0.09).  Landais et al. [2012a] noted 605	  
that despite the weak relationship with temperature, the lowest dexcess value (5 ‰) was obtained during 606	  
a warm period in October, and the highest dexcess values (24 and 27 ‰) occurred during the coldest 607	  
periods of precipitation (May and August).  Closer inspection of the Vostok seasonal dexcess data show 608	  
that the event-based precipitation samples appear much more correlated with δ18O than local 609	  
precipitation temperature, which Landais et al. [2012a] suggested was due to other non-local climate 610	  
parameters controlling the isotopic composition at Vostok [Landais et al., 2012a].  The relationship 611	  
between dexcess and δ18O samples (–0.91‰/‰) at Vostok is well captured by the climate-data driven 612	  
ICM, indicating that variations in the monthly climatologies produce concomitant anti-correlated 613	  
changes in dexcess and δ18O.  However, our analysis of the controls on dexcess sensitivity differs from that 614	  
of Landais et al. [2012a]; see Discussion. 615	  

Based on field measurements of water vapor over the ocean, evaporation of dexcess and dln are 616	  
expected to be sensitive to sea surface temperature and relative humidity, with colder SSTs producing 617	  
lower dexcess (or dln) and lower relative humidity resulting in higher dexcess (or dln) [Gat, 1996; Uemura et 618	  
al., 2008; Risi et al., 2010].  These relationships can be examined in the spatial (e.g., latitude, T, rh) 619	  
mean annual response and then used to compare the seasonal response of dexcess and dln in the ICM.  620	  
We compare the East path results to water vapor measurements taken over a one-month (January) 621	  
transect of the Southern Indian Ocean by Uemura et al. [2008], who determined the spatial relationship 622	  
between dexcess and SST to be 0.85 ‰/˚C (R2 = 0.55) over the latitudes of 35 to 65˚S (~21 to 0˚C).  The 623	  
ICM mean annual dexcess shows a dependency on SST of 0.24 ‰/˚C for roughly the same latitude and 624	  
temperature range (35 to 56˚S, 18 to 0˚C).  The mean annual slope between rh and SST for 35˚S 625	  
(22.5˚C) to 56˚S (0˚C) in the NCEP2 data is –0.25%/˚C, which can be converted to a dexcess/rh slope of 626	  
–0.96‰/%.  In comparison, the sensitivity of dexcess vapor to relative humidity from the study of 627	  
Uemura et al. [2008] is lower by a third (–0.61 ‰/%, R2 = 0.63).  Based on the mean annual East path, 628	  
the ICM produces results that are generally similar to the evaporative closure assumption model of 629	  
Merlivat and Jouzel, [1979], where the simple Rayleigh model predicts dexcess/rh relationship of  – 630	  
0.43‰/% and dexcess/SST relationship of 0.35‰ /°C).  The ∆(dexcess)/∆(rh) value also compares well 631	  
with the –0.38‰/% value from the study of Risi et al. [2010]. These spatially derived relationships 632	  
between mean annual dexcess-SST and dexcess-rh provide context for the expected magnitude of seasonal 633	  
dexcess changes. 634	  

In Figure 12, the seasonal dexcess and dln model results are shown as a function of latitude for the 635	  
East path.  The seasonal spread in dexcess and dln over the mid-latitude source region for the East path is 636	  
quite small (of order 1 ‰), with higher values during austral winter (June and July) and lower values 637	  
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during the austral spring (September, October and November), and average values during austral 638	  
summer and fall.  For the East path, the largest variability in seasonal dexcess and dln occurs over the sea 639	  
ice zone (54 to 66˚S), where most dexcess and dln values are highest during the months of greatest sea ice 640	  
concentration (June through October), but the magnitude of change relative to the mean annual East 641	  
path is a nominal 1.5 ‰ for both dexcess and dln.  In Figure 12, it is apparent that by the time dexcess and 642	  
dln precipitation reaches the edge of the East Antarctic continent (~66˚S), the seasonal variability in 643	  
SST, relative humidity, and evaporation have had a minimal impact on the isotopic composition, where 644	  
the annual range in dexcess and dln is 1.5 to 3.3 ‰ and 9.8 to 11.8 ‰, respectively.  These minor 645	  
seasonal variations in dexcess and dln at the coastal margin of Antarctica indicate that the effect of annual 646	  
variability in source region climate parameters is relatively negligible, suggesting that coastal locations 647	  
should have a damped seasonal cycle compared to interior sites. 648	  

 649	  
Seasonal Cycle of δ18O and Temperature at WAIS Divide 650	  
 In Figure 7, we show the annual cycle in surface temperature, evaporation rate, precipitation rate, 651	  
and relative humidity for the 2.5˚ x 2.5˚ grid cell that includes the location of WAIS Divide from the 652	  
NCEP2 reanalysis. The monthly values in surface temperature, δ18O, 17Oexcess, dexcess, and dln 653	  
determined from the ICM for the West path are shown in Figure 8b.  For the West path, the ICM 654	  
produces a seasonal cycle in δ18O with a peak-to-trough amplitude of 7.0 ‰, which underestimates the 655	  
observed seasonal cycle at WAIS Divide by about 25%.  The standard deviation of the seasonal 656	  
variation in δ18O (2.3 ‰, ±1σ) for the West path is roughly half that of the East path, despite the 657	  
similar standard deviations in temperature (West Path, 8.1 ˚C, ±1σ) and (East Path, 10.5˚C, ±1σ).  For 658	  
WD, the ICM predicts a mean annual δ18O value of  –33.46 ‰ which is an excellent agreement with 659	  
measurements of surface snow from WD (–33.8 ‰) [Schoenemann et al., 2013; Steig et al., 2014].  660	  
Based on the NCEP2 reanalysis, the West path mean annual surface temperature is –26.8˚C of WD, 661	  
which agrees reasonably well with the mean annual temperature of –28.5˚C for the ice core site [Orsi 662	  
et al., 2012].  The results displayed in Figure 9b show that over an annual cycle, the West path δ18O is 663	  
significantly correlated with surface temperature (∆δ18O/∆T = 0.27 ‰/˚C, R2 = 0.94).  The sensitivity 664	  
of δ18O to temperature for the West path is considerably lower than for the East path, which is likely 665	  
the result of the very different climatologies between West and East Antarctica (e.g., higher 666	  
precipitation rate, water content, and surface and condensation temperatures).  667	  
 668	  
Seasonal Cycle of  17Oexcess for WAIS Divide 669	  
 The ICM seasonal cycle in 17Oexcess for WD displays a step-like behavior, unlike the more 670	  
sinusoidal shape of temperature and δ18O (Figure 8).  Low 17Oexcess values are predicted during 671	  
December and January, and then during the months of February and March a rapid transition to higher 672	  
values occurs, which remains fairly constant from April to October before decreasing abruptly in 673	  
November back to summertime levels.  The peak-to-trough amplitude of the seasonal changes in 674	  
17Oexcess is 12 per meg.  The relatively constant 17Oexcess during AMJJASO despite the progressively 675	  
colder temperatures and more depleted δ18O is noteworthy because it indicates that 17Oexcess at WD 676	  
might be more sensitive to shifts in the onset/termination of sea ice rather than to changes in site 677	  
temperature alone, as suggested by Schoenemann et al. [2014].  An unexpected finding is that the 678	  
model δ18O and 17Oexcess are negatively correlated for WD (–1.7 per meg/‰, R2 = 0.85), with high 679	  
17Oexcess values during austral winter when δ18O is more depleted (Figure 9b and 9d).  This is contrary 680	  
to the positive correlation between δ18O and 17Oexcess observed at Vostok [Landais et al., 2012a].  The 681	  
seasonal 17Oexcess-δ18O relationship simulated for WD is more similar to measurements from NEEM, 682	  
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Greenland.  Firn core measurements of δ18O, dexcess and 17Oexcess spanning three annual cycles at NEEM 683	  
gave a temporal 17Oexcess-δ18O slope of –1.44 per meg/‰ (R2 = 0.28) [Landais et al., 2012b].   684	  
 The monthly 17Oexcess results for the West path are plotted as a function of latitude in Figure 11b 685	  
and 11c.  Like the East path, the West path mean annual 17Oexcess shows no obvious latitudinal trend 686	  
with SST or relative humidity over the ocean.  Over the mid-latitude source region (45˚ to 54˚S for 687	  
WD/Byrd [Sodemann and Stohl, 2009]), the maximum seasonal variation in 17Oexcess is ~3 per meg, 688	  
less than half that of the East path, yet the response of higher 17Oexcess during austral winter/spring 689	  
remains.  The greatest variability in 17Oexcess over the ocean occurs in the sea ice zone, where 690	  
wintertime 17Oexcess values drop sharply by ~4 to 5 per meg coincident with relative humidity increases 691	  
(Figure 11c and 13c).  692	  

   693	  
Annual Cycle of dexcess and dln for WAIS Divide 694	  
 The modeled monthly mean dexcess values for precipitation for WD are plotted in Figure 8.  In 695	  
contrast to Vostok, the peak-to-trough amplitude of the dexcess seasonal cycle for WD is considerably 696	  
smaller, only 3 ‰ (note the scale differences between East and West path in Figure 8).  The standard 697	  
deviation of the seasonal cycle is 1 ‰ for WD, which is lower than other model simulations for 698	  
marine-influenced sites [Helsen et al., 2007; Schlosser et al., 2008].  Despite the low seasonal 699	  
amplitude, the mean annual dexcess value for WD is 2.6 ‰, which agrees well with the	  surface snow 700	  
value (2.6 ‰) and the past 2 kyr average of the WD ice core (3.3 ‰) [Schoenemann et al., 2014].   701	  
 The course of the seasonal cycle for WD exhibits a different character than Vostok.  The ICM 702	  
results give a broad peak in March that lags the maximum peak in δ18O and a second local maximum 703	  
during October.  The WD dexcess values decrease steadily from March, reaching a minimum during 704	  
JAS, which coincides with the coldest source region SSTs and the peak in sea ice concentration.  The 705	  
strong sensitivity of dexcess to temperature-dependent equilibrium fractionation is well expressed in the 706	  
plot of monthly dexcess versus latitude, where dexcess values track the latitudinal gradient of colder SST 707	  
(Figure 13a).  Over the ocean, particularly in the mid-latitudes, the monthly dexcess values also appear to 708	  
reflect warmer and cooler sea surface temperatures, with more positive dexcess values during the 709	  
summer and fall than during the winter and spring.  710	  
 The modeled annual cycle and amplitude for dln is nearly identical to that of dexcess, except with an 711	  
offset in the mean values (due to the logarithmic definition).   Comparisons of dln with dexcess show that 712	  
both definitions produce a double-peaked annual cycle, which is not apparent in the 17Oexcess annual 713	  
cycle.  Review of the latitudinal structure of dln compared to dexcess demonstrates the reduced sensitivity 714	  
of dln to equilibrium fractionation.  Although they both show a negative trend over the ocean the 715	  
sensitivity of mean annual dexcess to temperature (0.32 ‰/˚C) is three times greater than for dln (0.10 716	  
‰/˚C) (Figure 13).  Comparison of the dexcess-δ18O and dln-δ18O relationships at WD show no 717	  
significant correlation between dexcess (or dln) and δ18O (Figure 9).  In fact, the temporal slope of 718	  
∆(dexcess)/∆(δ18O) is only slightly negative (–0.07 ‰/‰, R2 = 0.16), while the temporal slope of 719	  
∆(dln)/∆(δ18O) is nearly zero (0.02 ‰/‰ R2 = 0.03).  The lack of a strong response of dexcess and dln to 720	  
δ18O at WD is comparable to seasonal measurements from Greenland where no relationship between 721	  
dexcess and δ18O was observed (0.015, R2 = 0.00) [Landais et al., 2012b].   722	  
 723	  
5. Discussion 724	  
 The results of the revised intermediate complexity model confirm the strong positive correlation 725	  
between 17Oexcess and δ18O observed in the seasonal precipitation samples from Vostok.  The 726	  
reasonably good agreement between the ICM results and measurements at Vostok show that this novel 727	  
modeling approach can capture the annual isotope evolution and amplitude, and therefore can be 728	  
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applied to other ice core sites.  In this case, we have applied the model to study the isotopic response 729	  
for moisture transport to the WAIS Divide site. Without tuning the ICM to match West Antarctica 730	  
mean annual δ18O or 17Oexcess data, the ICM produced a typical δ18O annual cycle for WD, but an 731	  
opposite seasonal cycle in 17Oexcess than for Vostok, and of considerably smaller magnitude (~12 per 732	  
meg).  The anticorrelated relationship predicted by the ICM between 17Oexcess and δ18O for WD is 733	  
similar to the relationship for seasonal measurements from NEEM, Greenland, which has similar 734	  
climate conditions to WD, but the seasonal amplitude simulated for WD is much lower than at NEEM 735	  
[Landais et al., 2012b].  In the following paragraphs we discuss the possible mechanisms for the 736	  
similarities and differences between Vostok and WD in the modeled isotopic response with a focus on: 737	  
annual variability, effects of kinetic fractionation during snow formation, evolution of the seasonal 738	  
cycle, sea ice concentration, and spatio-temporal isotope sensitivity. 739	  
 740	  
Annual Amplitudes and Isotopic Variability 741	  
 Comparison of the modeled 17Oexcess seasonal cycle to direct measurements has been possible for 742	  
Vostok; however, there are no published seasonally resolved measurements of 17Oexcess from West 743	  
Antarctica to date.  Here we include preliminary, unpublished 17Oexcess measurements from a shallow 744	  
firn core (SEAT 2011-3) from the WAIS Divide region (78˚43.7`S, 114˚43.9`W).  The data include 745	  
~350 individual samples (not replicated) from the upper ~7 m of the core measured on a Picarro 2140i 746	  
water vapor analyzer using laser spectroscopy (see [Steig et al., 2014] for methods and measurement 747	  
precision).  We use these data in order to make comparisons with the West path ICM results. It is 748	  
important to note that additional replicates and data quality control are pending which may affect the 749	  
following results.  The mean of the seasonal firn core 17Oexcess data is 31 per meg and is in excellent 750	  
agreement with the annual average WAIS reference water value of 28 per meg (via IRMS), both of 751	  
which are lower than the mean ICM value of 44 per meg.  Despite the close model-data agreement for 752	  
seasonal variability at Vostok, the standard deviation of annual cycle amplitude simulated by the ICM 753	  
for WD (4.7 per meg, ±1σ) underestimates the variability observed in the West Antarctic firn core 754	  
(11.6 per meg, ±1σ).  We identify a similar model underestimation of the dexcess and δ18O annual 755	  
amplitude (1.01 ‰ and 2.28 ‰, ±1σ) compared to the firn core (1.97 ‰ and 3.19 ‰, ±1σ, 756	  
respectively).  The effects of isotopic diffusion on damping the annual amplitudes have not been 757	  
accounted for in the above firn core values, but such effects will bias the estimates of variability low.  758	  
The annual amplitudes of 17Oexcess and dexcess are strongly linked to the magnitude of variability 759	  
between δ18O, δ17O, and δD, which in turn are dependent on the model boundary conditions (i.e., the 760	  
NCEP2 reanalysis).  The model underestimation of the observed amplitude in 17Oexcess and dexcess is due 761	  
to several smoothing effects due to temporal (monthly values) and spatial averaging (moisture source 762	  
area) of the NCEP2 reanalysis climate parameters.  For West Antarctica, this smoothing effect may be 763	  
more significant since much of its precipitation is delivered by eddy-driven, cyclonic storms 764	  
[Connolley, 1997; Noone and Simmonds, 2002].  A further consideration is that the isotopic source 765	  
values used to initialize the model atmospheric vapor are held constant throughout the monthly 766	  
simulations.  This effect appears to be important only at the low-latitude limit, where the model dexcess 767	  
and dln rapidly adjust to equilibrate with the monthly surface boundary conditions (Figures 12 and 13).  768	  
However, the explanations above should apply equally to the isotopic variability for both the West and 769	  
East path, therefore either spatial biases exist in the NCEP2 reanalysis between West and East 770	  
Antarctica or model parameterizations tuned for East Antarctica are inappropriate for West Antarctica 771	  
(see discussion below).   772	  

 773	  
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Ice-Vapor Fractionation and Site Temperature effects on 17Oexcess  774	  
 Examining the East and West trajectories of 17Oexcess with respect to surface temperature provides 775	  
insight into the differences between the behaviors of 17Oexcess for the two sites (Figure 14).  The large 776	  
amplitude 17Oexcess seasonal cycle at Vostok is driven by the strong sensitivity of 17Oexcess to ice-vapor 777	  
kinetic fractionation effects at extremely cold temperatures.  This is apparent in the steep decrease of 778	  
17Oexcess values during the colder months (March – October) that commence around –35˚C, where the 779	  
relative proportion of liquid-vapor equilibrium diminishes and the ice-vapor kinetic fractionation 780	  
begins to dominate (Figure 14).  In the ICM the onset of the presence of ice vapor is given by the 781	  
critical temperature (Tcrit).  The fraction of ice to liquid vapor is determined by a linear mixing where 782	  
ice vapor is initiated at the critical temperature, in this case at –10˚C, and the fraction of liquid vapor 783	  
diminishes until only ice vapor exists below –40˚C.  In most isotopic models, the range of critical 784	  
temperatures is between 0 and –10˚C.  Sensitivity experiments of adjusting Tcrit from 0˚C to –10˚C 785	  
result in delaying the onset of the kinetic effects, allowing equilibrium fractionation to continue over a 786	  
colder temperature range; further increasing 17Oexcess until the amount of ice-vapor and kinetic 787	  
fractionation dominate and abruptly lower the 17Oexcess.  Compared to Tcrit = 0˚C, setting Tcrit = –5˚C or 788	  
–10˚C results in an increase at Vostok of ~4 and ~9 per meg, respectively.  Note that the sensitivity of 789	  
17Oexcess to Tcrit is dependent on the model coefficients of supersaturation and choice of kinetic 790	  
fractionation factors, but in general, decreasing the temperature of Tcrit (i.e., more negative) has a 791	  
positive effect on the final site 17Oexcess.   792	  
 In contrast to Vostok, the amplitude of the 17Oexcess seasonal cycle at WD is considerably reduced, 793	  
likely owing to the warmer condensation temperatures and limited degree of supersaturation 794	  
influences.  For WD, despite the onset of kinetic fractionation at –10˚C, the relative proportion of 795	  
equilibrium fractionation outweighs the effects of kinetic fractionation, thus producing the increase in 796	  
17Oexcess values with colder temperatures.  Comparison of the West and East path 17Oexcess with respect 797	  
to surface temperature in Figure 14 shows that at WD the magnitude of seasonal change in 17Oexcess is 798	  
approximately equal to that of the East path for the same surface temperature (~ –30˚C), suggesting 799	  
that lower elevation East Antarctic sites with similar precipitation/moisture regimes would experience 800	  
seasonal cycles of comparable magnitudes to WD.  801	  
 802	  
Comparison of Seasonal Isotope Signals between Vostok and WAIS Divide 803	  
 The conventional view of the seasonality of dexcess in Antarctic precipitation is that dexcess is greatest 804	  
in winter, due to increased sea ice cover and more distant moisture source regions with relatively lower 805	  
rh and warmer SSTs [Delmotte et al., 2000; Masson-Delmotte et al., 2003; Schlosser et al., 2008].  In 806	  
the summer when the high-latitude oceans are ice free, it is thought that moisture contributions from 807	  
more proximal sources with relatively higher relative humidity and cooler SSTs lower dexcess values in 808	  
marine vapor.  The assumption has been that source region changes in the dexcess of vapor are preserved 809	  
in the precipitation falling over the ice sheet, and therefore dexcess could be used as a source indicator of 810	  
both SST and relative humidity.  The monthly ICM isotopic results provide evidence suggesting that 811	  
seasonal source region changes only partially contribute to the dexcess and dln signal, and that the entire 812	  
moisture transport path must be considered if one is to generalize about the seasonality of dexcess (dln) at 813	  
the final ice core site.   814	  
 The timing of the modeled δ18O, 17Oexcess and dexcess (dln) annual cycles are entirely dependent on 815	  
the NCEP2 reanalysis climate data, and therefore any interpretation of the specific signals can only be 816	  
broadly applied to other climate and ice core data.  For example, the use of ERA-Interim reanalysis 817	  
may alter any given seasonal isotope peak by ± a month, but typically only the magnitudes, not 818	  
seasonality, of the specific climate variables differ between reanalysis products [Bromwich et al., 2011; 819	  
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Lindsay et al., 2014].  Within this context, we compare the modeled isotopic cycles for Vostok and 820	  
WD to each other, and to other seasonally resolved isotopic measurements, back-trajectory model 821	  
results, and climate reanalysis studies for the Antarctic region to evaluate the overall performance of 822	  
the ICM seasonal simulations.   823	  
 Overall, the modeled seasonal cycles in 17Oexcess produced for Vostok and WD closely track local 824	  
site temperature, but variations in precipitation rate and total atmospheric water content also appear to 825	  
play an important role in the amount of isotopic distillation for each path.  This is most apparent in the 826	  
timing of the precipitation rate and the wintertime local peak (trough) in 17Oexcess (dexcess and dln) for the 827	  
East path, as well as the timing of the double-peaked structure of dexcess and dln for the West path.   828	  
 829	  
Precipitation, Surface Temperature, and Relative Humidity Effects 830	  
 At Vostok, a local peak in δ18O and 17Oexcess during JJA occurs in the midst of the extended cold 831	  
period (AMJJAS) where temperatures are mostly constant (Figure 8a).  During the same interval, dexcess 832	  
and dln exhibit a significant local minimum.  The timing of this peak in 17Oexcess  (trough in dexcess and 833	  
dln) coincides with the maximum in monthly averaged precipitation rate at Vostok (Figure 7e), along 834	  
with small increases in total column water content (not shown).  The peak in winter precipitation rate is 835	  
known to be a consistent feature of East Antarctic climate from back-trajectory modeling [Sodemann 836	  
and Stohl, 2009; Scarchilli et al., 2010; Winkler et al., 2012] (see Figure 4 in Winkler et al. [2012]).  In 837	  
the NCEP2 reanalysis the peak Vostok precipitation rate occurs immediately prior to the maximum in 838	  
sea ice concentration when evaporation over the source region is greatest due to strong ocean-air 839	  
temperature gradients (Figure 10c and 10e).  The responses of δ18O, 17Oexcess and dexcess (dln) during this 840	  
interval are all consistent with weaker kinetic fractionation effects due to the relative increase in water 841	  
availability associated with the peak winter precipitation rate increases.   842	  
 The course of dexcess over the season at WAIS Divide is not as straightforward as the traditional 843	  
interpretation presented above.  At WD, dexcess values are lowest during summer (DJF) but are also low 844	  
during the peak winter months (JAS) (Figure 8b).  Source region SSTs are warmest during January – 845	  
March, which should lead to higher summer dexcess values, and this effect is apparent in Figure 13 846	  
where dexcess (dln) in precipitation is greatest during summer months over the mid-latitude source 847	  
region. Despite the high summer dexcess values over the mid-latitude source region, summer dexcess is 848	  
lowest over the high-latitude ocean where evaporative recharge of vapor from cooler SSTs and higher 849	  
relative humidity contributes to lowering dexcess.  The low summer dexcess values simulated at WD are 850	  
consistent with the traditional interpretation of dexcess if there is indeed an increase in the relative 851	  
contribution of moisture from high latitudes during the summer.  Timing of moisture delivery at WD is 852	  
ambiguous; back-trajectory simulations show that West Antarctica receives a greater contribution of its 853	  
precipitation during the winter months [Sodemann and Stohl, 2009].  On the other hand, the NCEP2 854	  
reanalysis for WD suggests that the precipitation rate is highest in austral fall and spring. The first 855	  
maximum in dexcess and dln occurs in fall (MAM), even while site temperatures and δ18O steadily 856	  
decrease toward peak winter (JAS).  The second dexcess and dln local maximum occurs during October 857	  
and November.  The bi-modal peak in the monthly averaged NCEP2 precipitation rate during March– 858	  
June and November has been observed in other reanalysis products and back-trajectory modeling for 859	  
Antarctica (Markle et al. [2012]), and has been ascribed to the half-yearly mode of pressure variability 860	  
of the Semiannual Oscillation (SAO) which is strongest in the Amundsen-Ross Sea sectors [Simmonds 861	  
and Jones, 1998; Simmonds et al., 2003].  The SAO is expressed as two separate average low pressure 862	  
states between 55˚S and 75˚S that occur from February to April and from September to November due 863	  
to the differing annual cycles of temperature in the mid-latitude ocean regions and in the Antarctic 864	  
[Van Loon, 1967; Simmonds et al., 2003].  The poleward shift and intensification of the circumpolar 865	  
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trough during the equinox periods is associated with high latitude cyclonic activity and increased 866	  
precipitation in coastal Antarctica stations [Turner et al., 1997]. The coeval double peaks in 867	  
precipitation and dexcess (dln) for WD during fall and spring suggest that source region changes, 868	  
particularly increased evaporation rates from relatively warmer ocean SSTs and lower humidity during 869	  
March–May, combined with the local precipitation rate increase are responsible. 870	  
 The lower dexcess and dln values at WD during winter (JAS) are also contrary to the conventional 871	  
expectation of higher dexcess, and unlike the high dexcess and dln values at Vostok, the low WD dexcess and 872	  
dln wintertime signals imply a more local ocean source region influence rather than site temperature- 873	  
driven fractionation effects or the transport of low-latitude moisture carrying high dexcess.  Deuterium 874	  
excess measurements from an array of West Antarctic ice cores give similarly low wintertime values 875	  
[Küttel et al., 2012].  One weakness of our calculation of the mean annual source region is that it does 876	  
not account for latitudinal shifts of the moisture source, though it does span the 1σ winter and summer 877	  
source limits ([Sodemann and Stohl, 2009]).   Seasonally adjusting the latitudes of the defined moisture 878	  
source region has no effect on the modeled isotopes since the ICM is sampling ocean surface moisture 879	  
along its entire path; however, it can slightly alter the timing of the source region changes displayed in 880	  
Figure 10.  881	  
 882	  
Kinetic Fractionation Effects on dexcess and dln at Vostok  883	  
 In general, the model dexcess seasonal cycle for Vostok matches the conventional interpretation 884	  
[Delmotte et al., 2000; Masson-Delmotte et al., 2003; Schlosser et al., 2008], with lower dexcess values 885	  
during summer (DJF) and higher dexcess values during the extended cold period (AMJJAS).  Although 886	  
model dexcess values over the ocean are lower in the summer from higher relative humidity and are 887	  
higher in the winter when relative humidity is lower, the annual range in dexcess and dln is less than 2 ‰. 888	  
The low isotopic variability is not surprising, considering the relatively low seasonal peak-to-trough  889	  
amplitude of SST (~9 to 12˚C) and rh  (78.5 to 81%) for the East path source region (Figure 10).  890	  
Furthermore, the seasonal phasing of the two parameters is such that they work against one another, 891	  
thereby reducing the seasonal dexcess (dln) amplitude over the ocean.  In fact, the magnitude of seasonal 892	  
changes in dexcess and dln at Vostok are much larger than that predicted by the magnitude of ocean 893	  
source region seasonal changes and the respective model dependencies of dexcess and dln on SST (max ~ 894	  
0.40 ‰/˚C) and rh (–0.51 ‰/%) (Figures 5, 6, 12a and 12b).   For instance, in the winter months (JAS) 895	  
the highest mid-latitude oceanic dexcess values do not result in the highest dexcess values at the Vostok 896	  
site.  Instead, the large dexcess seasonal cycle (30 ‰) at Vostok is driven by the balance of equilibrium 897	  
and kinetic effects during snow precipitation.  Jouzel and Merlivat, [1984] showed that pure 898	  
equilibrium fractionation (i.e., supersaturation of 1) between liquid vapor and ice vapor results in very 899	  
high dexcess (60 ‰) in the East Antarctic regions like Vostok.  This is because at very low temperatures 900	  
the ratio of the equilibrium fractionation factors (2αeq –1)/(18αeq –1) for δD (2αeq) and δ18O (18αeq) is 901	  
considerably different from the GMWL slope of 8.  To simulate the mean annual dexcess value (~15 ‰) 902	  
at Vostok, an additional contribution of kinetic fractionation (i.e., Si > 1) to the equilibrium process of 903	  
snow formation is needed to lower dexcess.  Despite the contribution of the kinetic effect lowering dexcess, 904	  
the anticorrelation between δ18O and dexcess remains, whereas for 17Oexcess the correlation between δ18O 905	  
and 17Oexcess switches from positive to negative depending on the degree of supersaturation.  As for 906	  
17Oexcess, increasing supersaturation leads to a decrease of the ∆(dexcess)/∆(δ18O) slope.  Separating the 907	  
combination of equilibrium and kinetic effects on the Vostok dexcess is difficult for the above reasons.  908	  
The dln parameter more directly reflects the magnitude of kinetic isotope effects, as the logarithmic 909	  
definition accounts for the deviation of the ratio of equilibrium fractionation factors from a slope of 8.  910	  
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This is observed in Figures 8a and 12, where the amplitude of the dln annual cycle is only 18.6 ‰ 911	  
compared to 30.5 ‰ for dexcess.  912	  
 It is important to note that the seasonal cycle amplitudes and mean annual values for dexcess and dln 913	  
simulated by the ICM are strongly sensitive to the choice of supersaturation coefficients.  As 914	  
mentioned in the model calibration section, we chose a value of F = 0.007 to best capture the 17Oexcess, 915	  
even though a value of F = 0.010 better fits the dexcess and dln data, highlighting that the simple linear 916	  
definition of Si as a function of T or that the parameterization of αkin, or both, are insufficient.  Results 917	  
from seasonal simulations for the East path using F = 0.010 give a peak-to-trough  amplitude of ~20 ‰ 918	  
for dexcess and ~13 ‰ for dln, and lower mean values that are in better agreement with Vostok data.  The 919	  
structure of the seasonal cycle remains the same for dexcess, and for dln only the summer months are 920	  
somewhat elevated with respect to the rest of annual cycle indicating that the ICM seasonal 921	  
simulations are rather robust.  922	  
 923	  
Sea Ice Concentration and 17Oexcess at WAIS Divide 924	  
 The ICM does not explicitly account for sea ice concentration but the monthly averaged NCEP2 925	  
surface temperature, evaporation rate, precipitation rate, water content and relative humidity fields all 926	  
reflect the influences of sea ice changes throughout the year.  This is most evident in the winter (JAS) 927	  
evaporation field for both the West and East path, where the evaporation rate suddenly drops at the sea 928	  
ice margin (Figure 2).  From the ICM simulations we can indirectly infer sea ice concentration effects 929	  
on the seasonal cycle of stable isotopes.  The challenge of teasing apart the effects of source or site 930	  
changes is due to the integrated nature of the transport paths, but it is done more easily for the West 931	  
path where the site temperature and kinetic fractionation effects are less dominant than the East path.  932	  
Based on an analysis of δ18O from seasonally resolved ice cores in West Antarctica, Küttel et al. 933	  
[2012] found that the seasonal correlation of the dominant modes of δ18O with West Antarctic sea ice 934	  
concentrations was significant during the fall and winter season (March through August).  Other 935	  
modeling studies have also shown that sea ice concentrations play a contributing role in modulating the 936	  
seasonal cycle of isotopes, particularly for West Antarctica [Noone and Simmonds, 2004].  Of all the 937	  
isotope parameters that possibly reflect changes in sea ice concentration and the associated ocean 938	  
surface changes in relative humidity and evaporation, 17Oexcess provides the best chance of identifying 939	  
such changes, as it is the least sensitive to source SSTs and equilibrium fractionation during transport 940	  
(see Figures 11a and 11b).  As discussed previously, the seasonal cycle of 17Oexcess at WD exhibits a 941	  
step-like pattern with a steep transition from low summer values to peak values beginning in April and 942	  
extending until October.  The onset of the sharp transition in 17Oexcess coincides with the onset of 943	  
increasing sea ice concentration and source evaporation rate during March and April.  The plateau of 944	  
stable high 17Oexcess overlaps with the steady evaporation rate and consistent low relative humidity over 945	  
the source regions during austral fall and winter (MAMJJA) (Figure 8 and 10).  Although the general 946	  
character of the 17Oexcess response mimics the pattern of the source relative humidity, the magnitude of 947	  
rh change (~2%) is too small to fully account for the magnitude of the 17Oexcess change at WD.  In 948	  
Figure 11b and 11c, the path of 17Oexcess versus latitude shows that the 17Oexcess response at the WD site 949	  
reflects multiple processes, including seasonal variability of rh at the mid-latitude source region and 950	  
wintertime reduction of 17Oexcess over the sea ice region due to evaporative recharge of higher rh 951	  
moisture (Figure 13c).  The increased evaporative recharge during the winter months over the high- 952	  
latitude ocean is evident in Figure 2, where the evaporation rate is ~2–3x greater than during the 953	  
summer months.  The high evaporation rate is driven by the strong ocean-air temperature gradients, 954	  
while the increased winter precipitation rate over the sea ice region reflects both the strong evaporation 955	  
rate and the effect of a stronger equator-to-pole temperature gradient during winter (Figure 2). These 956	  
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climatological patterns combined with the sharp increase in the relative humidity over the sea ice 957	  
region highlight the importance of moisture recharge on the 17Oexcess.  In the ICM, the influence of 958	  
moisture recharge on 17Oexcess over the sea ice region during the winter and spring months is apparent 959	  
for both the West and East path, and therefore seems to be a common feature in the high-latitude ocean 960	  
region. In the final portion of the West path trajectory, the equilibrium fractionation effects for ice 961	  
crystal growth over the ice sheet result in increased 17Oexcess.   962	  
 963	  
Temporal vs. Spatial δ18O-T slope for Vostok and WAIS Divide 964	  
 The δ18O of polar precipitation has long been used as a proxy for the temperature of the cloud at 965	  
the time of condensation [Jouzel and Merlivat, 1984; Jouzel et al., 1997].  Unlike a simple Rayleigh 966	  
fractionation model, the ICM δ18O value represents an integration of the sea surface temperature, 967	  
condensation temperature, evaporation rate, precipitation rate, water content and relative humidity 968	  
during its entire model trajectory.  Therefore we can use the ICM to examine the relationship between 969	  
the isotopic signal in precipitation and the temperature at the precipitation site (for both the surface and 970	  
condensation temperature).  We can estimate the spatial isotope-temperature relationship for East 971	  
Antarctica from the mean annual δ18O and mean annual surface temperature over the East path from 972	  
the coastal latitude (~66˚S) to the site location.  The spatial δ18O-T relationship for the East Path is 0.91 973	  
‰/˚C which is similar to the spatial isotopic gradient (0.84 ‰/˚C) calculated with data from Antarctic 974	  
snow and ice core measurements spanning the East path longitudes (0˚E to 120˚E) [Masson-Delmotte 975	  
et al., 2008].  For some ice core sites the temporal and spatial isotope-temperature relationships 976	  
significantly differ, for instance, the event-based precipitation samples from Vostok gave a temporal 977	  
slope of 0.35‰/˚C.  The modeled temporal slope for Vostok gives a linear relationship between the 978	  
seasonal δ18O and surface temperature of 0.89 ‰/˚C, which is in better agreement with the temporal 979	  
slope observed at Dome F (0.78 ‰/˚C, [Fujita and Abe, 2006]), suggesting that the Vostok 980	  
precipitation measurements from a partial year may be not be completely representative of East 981	  
Antarctic temporal δ18O-T slopes.  The analysis of the relationship of seasonal δ18O and condensation 982	  
temperature gives a slope of 1.41 ‰/˚C for Vostok.  The magnitude of the δ18O–Tcond slope is 983	  
indicative of the ICM prescribed inversion temperature that is assumed to be directly related to surface 984	  
temperature by the classical slope of 0.67 suggested by Jouzel and Merlivat, [1984].  The 0.67 slope 985	  
relating variations of near-surface and condensation (or inversion) temperatures from Jouzel and 986	  
Merlivat [1984] is similar to other linear relationships between inversion and surface temperature (0.6 987	  
to 0.65) estimated by Helsen et al. [2007] and Ekaykin and Lipenkov [2009].  Moreover, comparison of 988	  
the prescribed ICM Tcond with the NCEP2 air temperature from 850 hPa height (~1 km a.g.l.) show 989	  
good agreement and that the model inversion temperature produces reasonable isotope-temperature 990	  
relationships for Vostok.  Seasonal variations in the inversion strength are not modeled here, but such 991	  
variations may account for the some of the differences between observations and ICM results.   992	  
 When we examine the spatial isotope-temperature relationship between mean annual δ18O and 993	  
mean annual surface temperature for the West path (from Antarctic margin to site) the linear 994	  
relationship is 0.91‰/˚C, which compares well with the spatial isotope gradient (0.82 ‰/˚C) derived 995	  
from snow and ice core transects in the West Antarctic region [Masson-Delmotte et al., 2008].  In 996	  
contrast to the spatial gradient, the seasonal δ18O and surface temperatures for WD result in a temporal 997	  
slope of 0.27 ‰/˚C, which is considerably lower than that modeled for Vostok.  For West Antarctica, 998	  
the low temporal slope may be due to warm temperature biases in the NCEP2 reanalysis data that 999	  
originate from the low model grid-resolution (2.5˚ x 2.5˚), which are further enhanced by the zonal 1000	  
sector averaging to create the path.  The differences between the temporal and spatial slope for WD are 1001	  
intriguing because most estimates of West Antarctic accumulation indicate year-round precipitation 1002	  
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without much seasonal bias [Banta et al., 2008; Nicolas and Bromwich, 2011].  The model-data 1003	  
disagreement suggests that either the assumption of a year-round temperature inversion for 1004	  
condensation temperatures may not be appropriate for modeling West Antarctica, or that the 1005	  
“classical” slope of 0.67 observed in East Antarctica is not sufficient.  Comparison of the NCEP2 850 1006	  
hPa air temperature versus NCEP2 surface temperature for the West path give a slope of 0.85, 1007	  
supporting the notion of a steeper condensation-surface temperature relationship. 1008	  
 1009	  
6. Implications and Future Work 1010	  

The monthly results from the updated ICM qualitatively and quantitatively reproduce the observed 1011	  
variability of δ18O, 17Oexcess and dexcess for East Antarctica (Vostok).  The monthly mean 17Oexcess values 1012	  
for both the East and West path are overestimated compared to measurements, but the gradient 1013	  
between the continental margin and interior is of the correct magnitude. It is worth noting here, that 1014	  
using only the mean annual climatological path (i.e., the average of the monthly NCEP2 climatological 1015	  
input data) produces a bias of the mean annual 17Oexcess value, which for the East path is +16 per meg 1016	  
compared to the mean annual value of 10 per meg determined from the twelve monthly simulations.  1017	  
This indicates that model studies that attempt to use mean annual conditions to estimate mean annual 1018	  
17Oexcess values for East Antarctica may produce biased results.  The bias likely results from not 1019	  
capturing the combined effect of extreme cold, minimal water content, and lower precipitation rates 1020	  
that produce a non-linear response in the kinetic fractionation of 17Oexcess.  Inconsistencies in capturing 1021	  
the isotopic variability for the West path simulation highlights a number of factors that should be 1022	  
considered in improving simulations of the annual cycle of 17Oexcess, dexcess, and dln.  Addressing these 1023	  
factors in future work will help improve the functionality of intermediate complexity models and our 1024	  
understanding of the spatio-temporal isotopic response of precipitation in Antarctica.  1025	  
 First, we have shown that the effective diffusion fractionation factors during snow formation are 1026	  
not very well known, and as a result, we cannot constrain the supersaturation values of c and F all that 1027	  
well.  Although multiple combinations of diffusion fractionation factors and supersaturation values of 1028	  
F are possible, they must reproduce the spatial gradient of decreasing 17Oexcess into the interior and be 1029	  
consistent with dexcess and dln. Properly characterizing the sensitivity of water isotopologues to kinetic 1030	  
fractionation during snow formation is paramount to accurately modeling water isotopes, and therefore 1031	  
we strongly recommend further experimental work along the lines of that carried out by Uemura et al. 1032	  
[2005], where isotopic measurements are made on the source water, water vapor, ice vapor, and snow 1033	  
at very low temperatures to determine molecular diffusivities and degree of supersaturation.  1034	  
 Second, in order to better capture the spatial gradient of isotopes in both East and West Antarctica, 1035	  
improvements in estimating or measuring the condensation temperature (and the strength of inversion) 1036	  
are needed.  The classical Tcond/Tsurf  ratio of 0.67 from measurements in East Antarctica may be 1037	  
inappropriate for coastal or marine-influenced sites where the condensation temperature is more 1038	  
similar to the surface temperatures.  Furthermore, the warm bias of surface temperatures in both 1039	  
reanalysis data and in GCMs needs to be more realistic to begin with; otherwise the degree of kinetic 1040	  
fractionation effects will be overestimated when calibrating the model to observations.   1041	  
 Finally, there are a number of approaches for more accurately simulating the seasonal cycle within 1042	  
the ICM.  These include adjusting the initial atmospheric isotopic values, the initial moisture source 1043	  
latitude, the longitudinal moisture source origin, the zonal sector over which the model path is 1044	  
averaged, and the type of reanalysis product used.  Varying the initial isotopic water vapor values 1045	  
could be accomplished with monthly observations of δ18O, δD, dexcess and 17Oexcess in precipitation from 1046	  
the GNIP network and shipboard measurements.  The latitude of the moisture origin could be varied 1047	  
depending on the location of the peak evaporation rate determined from reanalysis or GCM output.   1048	  
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Longitudinal variations in the moisture source region can be ascertained by using back-trajectory 1049	  
modeling or GCM water tagging experiments.  The selection of the model transport path could then 1050	  
incorporate both the dominant moisture source latitude and the range of longitudes to zonally average. 1051	  
Lastly, multiple reanalysis products are available for climatological boundary conditions, each with 1052	  
their own advantages depending on the focus of the isotopic study (e.g., accurate accumulation versus 1053	  
condensation temperatures).  Inclusion of the suggested modeling approaches should further improve 1054	  
simulations of the annual isotopic cycles in Antarctic precipitation and will expand the usefulness of 1055	  
the ICM for application to other ice core locations.  1056	  
 1057	  
7. Summary and Conclusion 1058	  
 The motivation to investigate the affects of seasonality on the stable isotopes of water arises from 1059	  
the current uncertainty about the relationship between 17Oexcess and δ18O on both seasonal and 1060	  
interannual timescales. Differences between hemispheres show opposing 17Oexcess-δ18O relationships 1061	  
for Greenland and Antarctica, requiring location specific interpretations dependent on source changes 1062	  
in relative humidity, strong kinetic effects at cold temperatures, and/or stratospheric water vapor 1063	  
inputs. These discrepancies and uncertainties require further investigation. Our work attempts to 1064	  
identify the relative importance of source and site changes for temperature and relative humidity, 1065	  
changes in sea ice concentration, and kinetic fractionation effects, with the aim to clarify the current 1066	  
understanding of 17Oexcess in polar regions.  Here, we have used the Intermediate Complexity Model to 1067	  
simulate the annual cycle for two distinct moisture transport pathways with different climatological 1068	  
conditions, one for West Antarctica (similar climatology as Greenland) and one for East Antarctica.  1069	  
Results from the simulated annual cycles have been used to investigate the isotopic response of δ18O, 1070	  
17Oexcess, and dexcess in Antarctic precipitation.   1071	  
 We have used the improved ICM to investigate the climatic influences on the complete suite of 1072	  
stable isotopes (δ18O, δD, δ17O, dexcess, dln, and 17Oexcess) in Antarctic precipitation.  Inclusion of 1073	  
17Oexcess and dln expand the utility of the ICM, and provide new constraints for calibrating the model 1074	  
against modern isotopic data. The model of KC03 now includes updates to the equilibrium 1075	  
fractionations during ice condensation and kinetic fractionation factors for evaporation over the ocean 1076	  
and during ice crystal growth.  We have created two additional transport paths for East and West 1077	  
Antarctic sectors that incorporate seasonal climate inputs, including a direct measure of relative 1078	  
humidity, to examine the spatial and temporal sensitivity of stable isotopes to the annual cycle. 1079	  
 To match both the Antarctic deuterium excess and 17Oexcess spatial gradients in East Antarctica 1080	  
strong kinetic fractionation effects are necessary.  Based on experimental results from Uemura et al. 1081	  
[2005], we incorporated lower effective molecular diffusivities for solid precipitation than those 1082	  
proposed by Jouzel and Merlivat [1984], which reduces the very sensitive nature of dexcess and 17Oexcess 1083	  
to minor changes in the coefficients of supersaturation.  This adjustment requires a stronger sensitivity 1084	  
of supersaturation to temperature, which is in better alignment with experimental results.  Small 1085	  
discrepancies between the choice of tuning parameters c and F for dexcess (dln) and 17Oexcess remain, but 1086	  
due to the greater sensitivity of the 17Oexcess gradient to kinetic effects, and its reduced sensitivity to 1087	  
equilibrium fractionation and transport, we use it as the calibration benchmark for tuning 1088	  
supersaturation. 1089	  
 Following calibration of the model to modern 17Oexcess, dexcess and dln for multiple transport paths, 1090	  
we used the ICM to examine the sensitivity of 17Oexcess, dexcess, and dln to source region perturbations in 1091	  
relative humidity and surface temperature.  Previous studies on the 17Oexcess of Antarctica have focused 1092	  
on variations in the source regions for driving the changes observed in 17Oexcess on seasonal and 1093	  
interannual timescales.  The results from the intermediate complexity model driven by monthly 1094	  
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averaged NCEP2 reanalysis show that seasonal changes in the source regions have a limited 1095	  
contribution on the final 17Oexcess site values.  The 17Oexcess seasonal cycle over the ocean is only ~3 per 1096	  
meg for the West path and ~8 per meg for the East path, neither of which are large enough to explain 1097	  
the full seasonal changes produced by the ICM over the ice sheet (~50 per meg) or observed in ice 1098	  
cores (~60 per meg).  In the ICM, the ocean surface relative humidity change affects West and East 1099	  
Antarctic 17Oexcess by an average of –1.3 per meg/%, and the magnitude of this effect remains fairly 1100	  
constant even in the interior of the continent. The magnitude of the dexcess response over the ice sheet is 1101	  
nearly identical for the West and East path, with an average sensitivity of 0.51 ‰/%.  In contrast to 1102	  
results from Petit et al.[1991], we find evidence that the relative humidity effect on dexcess (and dln) 1103	  
slightly increases into the interior, rather than diminishes.  There is a clear signature of relative 1104	  
humidity affecting the monthly 17Oexcess and dexcess values over the ocean regions, but the full seasonal 1105	  
magnitude of 17Oexcess and dexcess over the ocean can only partially be explained by source region rh and 1106	  
SST changes.   1107	  
 We investigated the temporal sensitivity of dexcess (dln) and 17Oexcess to surface temperature with 1108	  
source and site temperature perturbations.   Results from the ICM showed that changes in 17Oexcess over 1109	  
the ocean are anticorrelated with changes in sea surface temperature, while dexcess and dln are positively 1110	  
correlated.  The magnitude of sensitivity to surface temperature is low for 17Oexcess over the ocean, 1111	  
except for in the East Antarctic interior where the magnitude reaches ~4 per meg/˚C and becomes 1112	  
positively correlated. Over the ocean the isotopic response of dexcess and dln to a given change in 1113	  
temperature is opposite in sign to that of 17Oexcess, with a magnitude of ~ 0.40 ‰/˚C that increases to 1114	  
~0.50 – 0.70 %/˚C in the interior of the ice sheet. 1115	  
 Our model simulations of 17Oexcess produced a large amplitude seasonal cycle (~50 per meg) at 1116	  
Vostok dominated by strong kinetic fractionation effects and without requiring stratospheric water 1117	  
inputs.  The positive correlation between 17Oexcess and δ18O for Vostok matches observations, as does 1118	  
the model intra-annual variability. At WAIS Divide, the model predicts an anticorrelation between 1119	  
17Oexcess and δ18O and a much weaker annual cycle (~12 per meg).  Analysis of the NCEP2 data over 1120	  
the mean oceanic moisture source region and at the ice core site shows that the isotopic variability 1121	  
within the annual cycle is predominantly controlled by surface temperature and precipitation rate (and 1122	  
the associated change in water content).  Relative humidity and surface temperature over the mid- 1123	  
latitude oceans partially contribute to the isotopic seasonal signal but cannot account for the full 1124	  
seasonal amplitude.  In the high-latitude ocean region, variation in sea ice concentration indirectly 1125	  
affects 17Oexcess and, to a lesser extent, dexcess, through increases in ocean surface relative humidity and 1126	  
lower sea surface temperatures. 1127	  
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Figure 1.  Map of Antarctica showing the East and West path sectors used for modeling isotopes at the 1357	  
Vostok (orange circle) and West Antarctic Ice Sheet Divide (WD, red star) ice core sites.  The East 1358	  
Antarctic path spans from 0˚E to 120˚E and the West Antarctic path spans from 70˚W to 150˚W.  Both 1359	  
paths originate at ~25˚S and end at the latitude of the respective ice core site (78˚S for Vostok and 80˚S 1360	  
for WD). 1361	  
 1362	  
Figure 2.   Example of East and West path model inputs of surface temperature (˚C), water content 1363	  
(mm), evaporation rate (mm a-1), precipitation rate (mm a-1), relative humidity (%), and sea ice 1364	  
concentration as functions of latitude for summer (DJF) and winter (JAS) seasons.  Climatological data 1365	  
are monthly mean NCEP2 reanalysis from 1979–2011 that have been seasonally averaged for purposes 1366	  
of comparison between the two paths. Note that the scales are the same for both plots. 1367	  
 1368	  
Figure 3.  Modeled δ18O (a and b), 17Oexcess (c and d), dln (e and f), and dexcess (g and h) values of 1369	  
precipitation for Path 2 (black) and East path (orange) as functions of latitude (˚S) and surface 1370	  
temperature (˚C).  Supersaturation coefficients used for tuning the ICM were c = 1.00, and F = 0.007.  1371	  
The circles and triangles represent field measurements by [Dahe et al., 1994]. The stars represent 1372	  
present-day mean annual 17Oexcess values for East Antarctic sites (Dome F, Vostok, and Dome C) 1373	  
compiled in [Schoenemann et al., 2014], and the diamonds represent seasonal 17Oexcess measurements 1374	  
for Vostok by [Landais et al., 2012a]. 1375	  
 1376	  
Figure 4.  Modeled 17Oexcess (a and b), dln (c and d), and dexcess (e and f) values of precipitation for Path 1377	  
2 (black), East path (orange), and West path (red) as functions of δ18O.  The circles and triangles 1378	  
represent field measurements by [Dahe et al., 1994].  Supersaturation coefficients identical to values 1379	  
used to obtain the results for Path 2 (Figure 3).  The stars represent present-day mean annual 17Oexcess 1380	  
values for East Antarctic sites (Dome F, Vostok, and Dome C) and West Antarctic/coastal sites (WAIS 1381	  
Divide, Siple Dome, Taylor Dome, and D57) compiled in [Schoenemann et al., 2014], and the 1382	  
diamond represents the mean of seasonal 17Oexcess measurements for Vostok by [Landais et al., 2012a]. 1383	  
The triangles (dln) and squares (dexcess) represent field measurements by [Masson-Delmotte et al., 2008] 1384	  
from the respective longitudinal sectors defined for the East and West path. 1385	  
 1386	  
Figure 5.  Relative humidity (rh) perturbation experiments for East (left) and West (right) paths.  1387	  
Global reduction of 5% (light blue) and 10% (dark blue) rh, and global increase of 5% (yellow) and 1388	  
10% (orange) rh.  Mean annual values for the control model of both paths are shown for comparison in 1389	  
all plots (grey).  Note that all the initial isotopic source values are kept the same as the mean annual 1390	  
values, and therefore, the isotopic response to global changes in rh exhibit a period of model isotope– 1391	  
rh re-equilibrium reached by the mid-latitudes. 1392	  
 1393	  
Figure 6. Global and polar amplification climate change scenarios for the East path (a, c, e, g, and i) 1394	  
and West path (b, d, f, h, and j), vertical dashed lines represent the edge of the Antarctic continent.  1395	  
Surface temperature change experiments (a and b). +5˚C warming (red). 0˚C to +5˚C warming (red 1396	  
dashes). –5˚C cooling (blue). 0˚C to –5˚C cooling (blue dashes).  Isotopic sensitivity (γ) for δ18O (c and 1397	  
d), 17Oexcess (e and f), dexcess (g and h), and dln (i and j), for all four temperature experiments. Water 1398	  
content w scaled with temperature (T), P and E unchanged. 1399	  
 1400	  
 1401	  
 1402	  
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Figure 7. The mean annual cycle (1979–2011) of average monthly relative humidity (a and b), 1403	  
sublimation rate (c and d), precipitation rate (e and f), surface temperature (Tsurf) and condensation 1404	  
temperature (Tcond) at the 850 hPa pressure level (g and h) for the 2.5˚ by 2.5˚ grid cell surrounding the 1405	  
Vostok (a, c, e, and g) and WD (b, d, f, and h) ice core sites from the NCEP2 reanalysis.  The 1σ range 1406	  
on the mean monthly values for the NCEP2 data are shown by dashed lines. 1407	  
 1408	  
Figure 8. Seasonal cycle of modeled stable water isotopes for Vostok (top) and WD (bottom) for 1409	  
δ18O, 17Oexcess, dexcess, and dln determined from final latitude on the East (78˚S) and West (80˚S) path.  1410	  
The model surface temperature (Tsurf) is shown for comparison for each path.  Note that the model 1411	  
surface temperature is slightly warmer than the NCEP2 Tsurf in Figure 7 due to the zonal averaging to 1412	  
create the West and East paths. Dashed line in East Path indicates “estimated” values for Dec. due to 1413	  
model failure to converge on a value. 1414	  
 1415	  
Figure 9. Model isotopic variation of δ18O (blue), 17Oexcess (red), and dexcess (green) versus surface 1416	  
temperature (Tsurf) for Vostok (a) and WAIS Divide (b) over the seasonal cycle.  17Oexcess (red), dexcess 1417	  
(green), and dln (dark green) versus δ18O for Vostok (c) and WAIS Divide (b).  Linear regression of the 1418	  
isotope slope plotted for each isotope parameter in its respective color. 1419	  
 1420	  
Figure 10. The mean annual cycle (1979–2011) of average monthly relative humidity (a and b), 1421	  
evaporation rate (c and d), sea ice concentration (e and f), and sea surface temperature (g and h) for 1422	  
East (37˚S to 53˚S, 0˚E to 120˚E) (a, c, e, and g) and West (45˚S to 54˚S, 70˚W to 150˚W) (b, d, f, and 1423	  
h) path source regions from the NCEP2 reanalysis.  The 1σ range of the mean monthly values for the 1424	  
NCEP2 data are shown by dashed lines.  Source region latitudes determined from back-trajectory 1425	  
results of [Sodemann and Stohl, 2009] for Byrd/WD and Vostok. 1426	  
 1427	  
Figure 11. ICM results of 17Oexcess as a function of latitude for the East (top) and West (bottom) path 1428	  
from January through December using monthly-averaged NCEP2 reanalysis.  Middle panel shows 1429	  
West path on the same scale as East path.  Each month is shown as an individual color. Due to model 1430	  
integration difficulties there is no Dec. month for East Path and the * represents months determined 1431	  
from seasonal mean (DJF for Jan. and OND for Nov.).  Path 2 (red long-short dashes) and the annual- 1432	  
average path (based on the annual mean of the monthly averaged NCEP2 reanalysis) are shown for 1433	  
comparison (gray dashes).  Gray band represents mean annual moisture source region for WD (~45˚S 1434	  
to ~54˚S) and Vostok (~37˚S to ~52˚S) based on air-parcel back-trajectory simulations from 1435	  
[Sodemann and Stohl, 2009]. 1436	  
 1437	  
Figure 12.  ICM results of dexcess (a) and dln (b), and NCEP2 input of relative humidity (c), as a 1438	  
function of latitude (˚S) for the East path from Jan. through Nov.  Each month is shown as an 1439	  
individual color and the annual-average path (based on an annual mean of the monthly averaged 1440	  
NCEP2 climatology) is shown for comparison (gray dashes).   1441	  
  1442	  
Figure 13. ICM results of dexcess (a) and dln (b), and NCEP2 input of relative humidity (c) and surface 1443	  
temperature (d), as a function of latitude for the West path from Jan. through Dec.  Each month is 1444	  
shown as an individual color and the annual-average path is shown for comparison (gray dashes).   1445	  
 1446	  
Figure 14. ICM results of 17Oexcess as a function of surface temperature for the East (top) and West 1447	  
(bottom) path from Jan. through Dec. using monthly-averaged NCEP2 reanalysis.  Due to model 1448	  

105



	  

34	  

integration difficulties there is no Dec. month for East Path, and the * represents months determined 1449	  
from seasonal mean (DJF for Jan. and OND for Nov.).  Each month is shown as an individual color. 1450	  
The annual-average paths (based on the annual mean of the monthly averaged NCEP2 reanalysis) are 1451	  
shown for comparison (gray line).   1452	  
 1453	  
Figure 15.  Laser spectroscopy measurements of 17Oexcess and δ18O from the SEAT 2011-3 firn core 1454	  
from West Antarctica over nine annual cycles.  The mean (31 per meg) and 1σ standard deviation (11.6 1455	  
per meg) are shown in red solid and dashed lines, respectively.  Data have been normalized to the 1456	  
VSMOW-SLAP scale.  1457	  
 1458	  
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Table 1.         

 

Molecular Diffusivity of 18αdiff,                                           
(Ratio of turbulent/pure molecular diffusion) 

 

1.0285, 
(100%) 

1.0214, 
(75%) 

1.0143, 
(50%) 

1.0096, 
(34%) 

Sensitivity to 
Temperature 

Change in 17Oexcess (per meg) between  
–30˚C and –55˚C for Path 2 

F = 0.002 32 18 4 –5 
F = 0.004 84.5 58 34 18 
F = 0.006 127 91.5 58 37 
F = 0.008 162 120 79 52.5 
F = 0.010 190 142 95 66 
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Chapter 7 
 

Future Research and Outlook 
 

This dissertation has focused on interpreting glacial-interglacial and seasonal variations of 
the triple oxygen isotopes in Antarctic precipitation.  Efforts have been made to improve 17Oexcess 
measurement techniques for both IRMS and laser-spectroscopy, and to use consistent 
normalization techniques for the reporting of δ17O, δ18O and 17Oexcess values for interlaboratory 
comparison.  Although much progress has been made, 17Oexcess data are still sparse and most 
areas of the globe remain essentially un-sampled.  The depth of our understanding of 17Oexcess in 
polar ice cores has evolved considerably since the pioneering work of Landais et al. [2008]. 
Through the work presented here, we have shown that 17Oexcess provides additional information 
about the fractionation of isotopes in the hydrologic processes of evaporation over the ocean, 
moisture transport, and precipitation as snow over the ice sheets.  As with any 
paleoenvironmental proxy, we must have a strong understanding of the present-day mechanisms 
that control 17Oexcess in order to confidently apply it to understanding past conditions.  We would 
be equally remiss if we did not take advantage of past variations in Earth’s climate, which 
provides a natural experiment that can facilitate investigation of the response of water isotopes to 
large changes in boundary conditions.  In this chapter, ongoing work and future research 
possibilities are discussed, with a focus on understanding the response of 17Oexcess to variations in 
climate through additional isotopic measurements and modeling.  
 
Climate Variations On Multiple Time Scales 

Antarctic Cold Reversal 
Comparison with the δ18O and dexcess measurements shows that variations in 17Oexcess from 

the WAIS Divide core may have changed significantly at specific time intervals where important 
climatic shifts are known to have occurred.  These include the Antarctic Cold Reversal (ACR) at 
14.7 ka and the "~4.2 ka" event during the Holocene.  However, the low temporal resolution of 
the 17Oexcess measurements precludes confident (i.e., statistically significant) interpretation of 
these 17Oexcess variations during these periods.  There are other apparently-abrupt changes 
exhibited in the WAIS Divide 17Oexcess record, and it is only because of the a priori expectation 
based on other geochemical (e.g., methane, carbon dioxide, sea salt, and dust) and isotopic data 
from ice and ocean cores that we are interested in these specific time intervals.  Furthermore, due 
to the current measurement precision of 17Oexcess (~6 per meg, 1σ), discerning significant 
variations in 17Oexcess smaller than this magnitude is challenging.  Therefore, investigating 
periods that exhibit the greatest isotopic and geochemical changes offer the best opportunity to 
assess the response of 17Oexcess to such changes.  In this context, we have begun measuring the 
entire ACR period (14.5 to 11.7 ka) at a much higher temporal resolution than in Schoenemann 
et al. [2014], using the new Picarro CRDS instrument to determine if we can detect a significant 
signal in the 17Oexcess.  If such a signal is observed, we intend to validate the magnitude of change 
from the Picarro data with a more limited set of carefully-chosen IRMS measurements.  On the 
other hand, if no isotopic signal were observed, this would imply that 17Oexcess is relatively 
insensitive to these climatic changes.  Even a lack of discernible signal in 17Oexcess would provide 
useful information for interpreting the changes observed in δ18O and dexcess, and other 
paleoclimate proxies. 
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Although we expect there to be some sort of response in 17Oexcess based on the δ18O data, 
investigating the ACR interval in a GCM could also provide an estimate of the 17Oexcess response 
at WAIS Divide to prescribed ACR climate forcings.  With this in mind, we have included 
17Oexcess in a number of ECHAM4.6 GCM simulations that used surface boundary fields from a 
transient simulation of the deglaciation from the ocean-atmospheric coupled CCSM3 GCM 
(TRACE experiments by He et al. [2013]).  These model simulations still need to be analyzed, 
and then compared with the isotopic data from the new Picarro instrument, providing the first 
ever in-depth study of 17Oexcess over this important millennial-scale climate change event. 

 
Last Glacial Maximum to Early Holocene  

In the study of Schoenemann et al. [2014], we included a number of measurements from 
both Siple Dome and Taylor Dome over the last deglaciation and mid-Holocene period.  Due to 
the limited availability of samples and other priorities, we were unable to measure the full 
magnitude of LGM to EH change for these ice cores.  Previous work has shown that Siple Dome 
experienced significant elevation change over the Holocene period [Steig et al., 2001; 
Waddington et al., 2005], and therefore 17Oexcess measurement from the mid to late Holocene may 
not be representative of the full LGM to EH 17Oexcess change at this site; Taylor Dome is also 
somewhat enigmatic in showing much larger δ18O change through the Holocene than other 
Antarctic ice cores [Steig et al., 1998].  To provide a more accurate measure of the LGM to EH 
change in 17Oexcess at these coastal sites, we have obtained additional samples from the National 
Ice Core Lab (NICL) for the LGM, EH and present-day time intervals.  We will analyze these 
samples both on the CRDS instrument, and a limited data set, for confirmation, on the IRMS. 
The updated measurements from Siple Dome and Taylor Dome are not expected to significantly 
alter the spatial pattern of LGM to EH 17Oexcess change discussed in Schoenemann et al. [2014]; 
however, the new measurements will allow for more accurate comparison with the other LGM to 
EH ice core records. This work will be the first work to compare the magnitudes of LGM to EH 
change between IRMS and CRDS measurement techniques.  
 
Dansgaard-Oeschger Events 

In Greenland ice cores, large and abrupt climatic changes have been inferred from the sharp 
transitions in both δ18O and methane concentrations. These were first identified by Willi 
Dansgaard and Hans Oeschger, and are called Dansgaard-Oeschger (DO) events [Dansgaard et 
al., 1993].  In Antarctic ice core records, smaller, but corresponding changes in δ18O have been 
identified and are referred to as Antarctic Isotope Maximum (AIM) events [EPICA Members et 
al., 2006; Steig, 2006].  Towards understanding the response of 17Oexcess to climate variations, 
DO events are prime candidates for further study as they offer periods of substantial change in 
climatic conditions.  The WAIS Divide ice core has provided the highest temporal resolution 
record for studying the Antarctic counterparts to the Greenland DO events, making it an ideal 
core for such investigations.  Recently, high-resolution measurements of methane and CO2 for 
the entire WD record have been published [Members, 2013; Marcott et al., 2014], which are 
essential for linking the timing of the Greenland DO events to the equivalent AIM events in the 
WD record.   
 With the new WD chronology available, we can precisely identify the specific DO events 
with substantial changes in methane and CO2, and target these for 17Oexcess measurements.  The 
aim of this work would be to determine whether or not Antarctic 17Oexcess changes over these 
intervals, which are likely to have involved large variations in ocean and atmospheric circulation, 
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ocean temperatures, and sea ice concentration.  Sea ice concentration, in particular, should have 
affected 17Oexcess, as discussed in Chapter 3 and 5 of this dissertation.  Guillevic et al. [2014] has 
recently investigated the response of 17Oexcess during DO-8 and DO-12 in the Greenland NGRIP 
ice core, and found that 17Oexcess responded ~300-500 years prior to the abrupt changes in δ18O 
and methane; the interpretation of the 17Oexcess changes, however, is ambiguous in the light of our 
work from Antarctica.  High-resolution measurements of 17Oexcess on the WD record over DO-8 
and the preceding one to two thousands years could provide additional constraints on ocean 
surface humidity, sea ice extent, and local temperature changes that are indicative of oceanic 
processes.  The 17Oexcess measurements would complement our existing δ18O and dexcess 
measurements, along with the high-resolution CH4 and CO2 data.  By combining 17Oexcess with 
other multiple high-resolution proxies available from the WD record, there exists significant 
potential to improve our understanding of the inter-hemispheric mechanisms operating during 
abrupt climate change.   

 
Seasonal Measurements from West Antarctica  
 As discussed in the final paper of this dissertation, use of the CRDS method to make 17Oexcess 
measurements allows for unprecedented temporal resolution from snow-pit, firn, and ice cores. 
The goal of ongoing measurements of available firn cores will help to determine if there is a 
clear seasonal cycle in 17Oexcess at WAIS Divide as predicted from the ICM and GCM work.  
Determining the magnitude and phasing of 17Oexcess with respect to temperature, δ18O and dexcess 
will be valuable for gaining insight into which processes (e.g., evaporation, vapor transport, and 
condensation during snow formation) are most relevant to the variability of 17Oexcess, dexcess and 
δ18O over the annual cycle.   
 The SEAT 2011-3 firn core was selected for its high annual accumulation rate (~30–50 
cm a-1) and its proximity to the WD site.  The firn core reaches a depth of ~17 m offering ~35 
years of possible climate history.  The core was sampled at 2 cm resolution by the Satellite Era 
Accumulation Traverse (SEAT) research group at Brigham Young University (BYU) and 
measured for δ18O and dexcess.  The firn core measurements exhibit a strong δ18O seasonal cycle 
confirming its utility for investigating seasonal variability.  The combination of the high annual 
accumulation rate and high-sampling rate of this firn core makes it an ideal core to study 
seasonal isotope variations, as the temporal resolution is ~12 to 25 samples per year, more than 
sufficient to characterize seasonal variability. The analysis of these high-resolution isotopic data 
will be compared with seasonal simulations from the Intermediate Complexity Model (ICM) of 
KC03 and the ECHAM4.6 GCM.  This work will be part of a follow-up paper to the: Seasonal 
and spatial variation of 17Oexcess and dexcess in Antarctic precipitation: insights from an 
intermediate complexity isotope model, in which the isotopic data from the SEAT core will be 
used to help evaluate the model simulations. 
 
Future research projects 

In this section, I propose two examples of future research projects that would expand the 
spatial coverage of 17Oexcess measurements and address gaps in our understanding of specific 
hydrologic processes.  The first of these involves isotopic measurements of water vapor over the 
sea ice regions of the Southern Ocean. The second focuses on understanding the water isotope 
variations recorded in alpine snowpack and possible links to storm systems. 
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Isotopic Composition of Water Vapor over Sea Ice 
 
The first proposed project would investigate the effects of evaporation and relative humidity, 

in the presence of sea ice, on the isotopic composition of water vapor originating from the high-
latitude oceans surrounding Antarctica.  The proposed research is motivated by the results of 
Uemura et al. [2010], from water vapor measurements taken on a transect over the Southern 
Indian Ocean.  The responses of 17Oexcess and dexcess to variations in normalized relative humidity, 
particularly along the Antarctic coast, are intriguing.  In general, the 17Oexcess and dexcess 
measurements in the coastal sea ice zone give relatively low values compared to the mid-latitude 
sections of the transect, and they closely track the normalized relative humidity; however, during 
certain days the 17Oexcess and dexcess significantly increase, accompanied by depleted values of 
δ18O and δD.  Back-trajectory analyses on these days show offshore katabatic winds originating 
from the Antarctic interior.  In these events, it is unclear whether the increases in 17Oexcess and 
dexcess are due to the strong evaporation into under-saturated air (i.e., low normalized relative 
humidity), or from the advection of continental-based vapor potentially carrying elevated dexcess 
and 17Oexcess.  These unusual results, together with our GCM and ICM simulations that show 
17Oexcess in sea ice regions is strongly affected by evaporative recharge, motivates investigation 
into coastal Antarctic water vapor and the processes driving the isotopic composition.   

The proposed project would use our new Picarro cavity ring-down spectroscopy (CRDS) 
instrument designed for precise measurement of 17Oexcess, including the simultaneous 
measurement of δ18O, δD, dexcess and water vapor concentration. The primary objective is to 
determine how evaporation of moisture from sea ice leads/polynyas in coastal Antarctica 
influences the isotopic composition of the water vapor in the atmospheric boundary layer.  
Seasonal changes in the sea ice concentration (and extent) play an important role in controlling 
the amount of local moisture contribution to Antarctic precipitation [Noone and Simmonds, 
2004].  In addition, seasonal patterns in wind direction could play an important role in the 
conditions under which moisture is evaporated, especially in regions of strong katabatic winds 
compared to locales with persistent onshore winds.  Despite ample study on the correlations 
between sea ice and the seasonal variability of isotopic values recorded in ice cores, the 
contribution of local moisture from sea ice leads, and its effect on the 17Oexcess and dexcess 
composition of water vapor, is poorly understood.   

Our ability to link the concentration of sea ice, and inversely the amount of interstitial open 
water, to the actual contribution of Antarctic precipitation and its associated isotopic composition 
has been limited by a lack of direct observational measurements and inability to resolve such 
small scale physical processes in isotope-enabled GCMs.  To address these issues, this project 
will provide new measurements of water vapor over sea ice leads to 1) estimate the water vapor 
flux at different ocean/air temperatures throughout the season, 2) determine the isotopic 
composition of the evaporated water vapor from the leads and surrounding sea ice, 3) calculate 
the normalized relative humidity and supersaturation of moisture over the open water sources; 4) 
incorporate these results into isotope-enabled GCMs running re-analysis data (NCEP/DOE) in 
order to correctly simulate evaporative contributions from over the sea ice region, local 
precipitation amounts, and isotopic composition recorded in nearby ice cores. 

 
17Oexcess Applications to Alpine Ice Core Records 

The second proposed project would investigate the isotopic composition of seasonal 
snowpack in alpine regions.  Although many ice cores have been retrieved from alpine regions, 
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there has been no attempt thus far to understand how 17Oexcess measurements might be useful for 
interpretation of alpine ice-core isotope records.  The goal of such a project would be to assess 
whether variations in 17Oexcess exist in alpine snowfall, and if so, whether the 17Oexcess variations 
reflect storm trajectories originating over marine or continental sources, local site temperatures, 
or post depositional effects like re-evaporation and equilibration with overlying water vapor.  
This work is motivated by two similar research projects.  The first of which focused on 
continuous surface water vapor isotopic measurements and sampling snowfall over a summer at 
NEEM, Greenland, where they observed diurnal and intra-seasonal variations of dexcess with local 
water vapor, and with local and synoptic weather conditions [Steen-Larsen et al., 2013].  The 
second example is based on the long-term monitoring project of the intra-seasonal and 
interannual isotopic composition of snowpack from an array of Sno-tel sites in the Rocky 
Mountains (referred to as: Isotopes in Rocky Mountain Snowpack, IRMS) and the observed 
isotopic relationships with temperature, precipitation amounts, and meteorological conditions (L. 
Anderson, AGU Science Meeting, 2012).  An ideal location for such a study would be near 
previously drilled ice core sites, so that insights gained from the project could be applied to 
interpreting past isotopic variations within the ice cores.  Two potential alpine locations include 
Alaska (Mt. Logan or Mt. Hunter ice cores) or British Columbia (Mt. Waddington/Combatant 
Col ice core).  The proposed project would use the new Picarro CRDS to continuously measure 
the 17Oexcess and dexcess of surface water vapor and the relative humidity.  Collections of snowfall 
during storm events and samples from snow pits at the end of the winter season will be compared 
with the water vapor analyzer measurements to determine if post depositional effects have 
occurred. Air mass back-trajectory calculations of reanalysis data will be used to investigate the 
relationships between local and synoptic weather conditions and the isotopic variations in the 
water vapor and snow pack.  Although such a field campaign would incur challenges due to 
harsh weather, a preliminary test of the systems and concept could be carried out over a winter in 
the North Cascades. 

 
Outlook 

 The potential of the triple oxygen isotopes (16O, 17O, 18O) for hydrologic, biologic, and 
geologic process-based studies is significant.  As demonstrated in this thesis and previous work, 
the use of 17Oexcess in ice core research provides additional, independent information to 
investigate both the fundamental processes controlling isotopic fractionation in the hydrologic 
cycle and to interpret climatic variations on broad spatial and temporal scales.  Over the past five 
years, important developments in 17Oexcess measurement techniques, for both isotope-ratio mass 
spectrometry and laser-spectroscopy methods, has expanded the possible applications of 17Oexcess.  
In particular, the new laser spectroscopic techniques offer unprecedented temporal resolution and 
mobility, which are revolutionizing our ability to examine environmental processes in real-time, 
and in-situ ([Steen-Larsen et al., 2013].  Moreover, continuous flow measurements coupled with 
laser spectroscopy offers exceptionally high temporal-resolution measurement of water isotope-
ratios in firn and ice cores, which has permitted the development of a new technique to directly 
infer temperature based on measured δ18O (or δD) diffusion lengths [Gkinis et al., 2011; 2014], 
which can now be applied to δ17O.  One of the most critical functions of the new laser-based 
instruments will be to re-measure the isotope fractionation factors for both equilibrium and 
kinetic processes below freezing, which are necessary to improve the parameterizations and 
implementation of water isotopes in general circulation models.  This type of work is paramount 
for the interpretation of past environmental conditions in the fields of ice core research and 
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beyond.  The proposed VSMOW-SLAP calibration method for consistent δ17O and 17Oexcess 
reporting is indispensible for the burgeoning field of triple oxygen isotopes, and has recently 
been applied to cutting-edge 17Oexcess measurements of atmospheric O2 ([Young et al., 2014]) and 
biogenic and sedimentary carbonates ([Passey et al., 2014]).  In summary, the work presented in 
this thesis provides substantial evidence supporting the use of the triple oxygen-isotope ratios of 
water as a tool for investigating the processes of evaporation, moisture transport, and 
condensation in the global hydrologic cycle.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

128



REFERENCES 
 
Angert, A., C. D. Cappa, and D. J. DePaolo (2004), Kinetic 17O effects in the hydrologic cycle: 

Indirect evidence and implications, Geochim. Cosmochim. Acta, 68(17), 3487–3495, 
doi:10.1016/j.gca.2004.02.010. 

Baker, L., I. Franchi, J. Maynard, I. Wright, and C. Pillinger (2002), A technique for the 
determination of 18O/16O and 17O/16O isotopic ratios in water from small liquid and solid 
samples, Anal. Chem, 74(7), 1665–1673. 

Barkan, E., and B. Luz (2005), High precision measurements of 17O/16O and 18O/16O ratios in 
H2O, Rapid Commun. Mass Spectrom., 19(24), 3737–3742. 

Barkan, E., and B. Luz (2007), Diffusivity fractionations of H2
16O/H2

17O and H2
16O/H2

18O in air 
and their implications for isotope hydrology, Rapid Commun. Mass Spectrom., 21, 2999–
3005. 

Berman, E. S. F., N. E. Levin, A. Landais, S. Li, and T. Owano (2013), Measurement of δ18O, 
δ17O, and 17O-excess in Water by Off-Axis Integrated Cavity Output Spectroscopy and 
Isotope Ratio Mass Spectrometry, Anal. Chem, 85(21), 10392–10398, 
doi:10.1021/ac402366t. 

Ciais, P., and J. Jouzel (1994), Deuterium and oxygen 18 in precipitation: Isotopic model, 
including mixed cloud processes, J. Geophys. Res., 99(D8), 16–793–16–803. 

Cuffey, K. M., and F. Vimeux (2001), Covariation of carbon dioxide and temperature from the 
Vostok ice core after deuterium-excess correction, Nature, 412(6846), 523–527. 

Dansgaard, W. (1964), Stable isotopes in precipitation, Tellus, 16, 436–468. 

Dansgaard, W., S. J. Johnsen, H. B. Clausen, D. Dahl-Jensen, N. S. Gundestrup, C. U. Hammer, 
C. S. Hvidberg, J. P. Steffensen, A. E. Sveinbjörnsdóttir, and J. Jouzel (1993), Evidence for 
general instability of past climate from a 250-kyr ice-core record, Nature, 364(6434), 218–
220. 

EPICA Members et al. (2006), One-to-one coupling of glacial climate variability in Greenland 
and Antarctica, Nature, 444(7116), 195–198, doi:10.1038/nature05301. 

Gat, J. (1996), Oxygen and hydrogen isotopes in the hydrologic cycle, Annu. Rev. Earth Planet. 
Sci., (24), 225–262. 

Gkinis, V., S. B. Simonsen, S. L. Buchardt, J. W. C. White, and B. M. Vinther (2014), Water 
isotope diffusion rates from the NorthGRIP ice core for the last 16,000 years - Glaciological 
and paleoclimatic implications, Earth Planet. Sci. Lett., 405, 132–141, 
doi:10.1016/j.epsl.2014.08.022. 

Gkinis, V., T. J. Popp, T. Blunier, M. Bigler, S. Schüpbach, E. Kettner, and S. J. Johnsen (2011), 
Water isotopic ratios from a continuously melted ice core sample, Atmos. Meas. Tech., 

129



4(11), 2531–2542, doi:10.5194/amt-4-2531-2011. 

Guillevic, M. et al. (2014), Multi-proxy fingerprint of Heinrich event 4 in Greenland ice core 
records, Clim. Past Discuss., 10(2), 1179–1222, doi:10.5194/cpd-10-1179-2014. 

He, F., J. D. Shakun, P. U. Clark, A. E. Carlson, Z. Liu, B. L. Otto-Bliesner, and J. E. Kutzbach 
(2013), Northern Hemisphere forcing of Southern Hemisphere climate during the last 
deglaciation, Nature, 494(7435), 81–85, doi:10.1038/nature11822. 

Jouzel, J., and L. Merlivat (1982), Deuterium excess in an East Antarctic ice core suggests higher 
relative humidity at the oceanic surface during the last glacial maximum, Nature, 299, 688–
691. 

Jouzel, J., and L. Merlivat (1984), Deuterium and oxygen 18 in precipitation: modeling of the 
isotopic effects during snow formation, J. Geophys. Res., 89, 11749–11757. 

Jouzel, J., F. Vimeux, N. Caillon, G. Delaygue, G. Hoffmann, V. Masson-Delmotte, and F. 
Parrenin (2003), Magnitude of isotope/temperature scaling for interpretation of central 
Antarctic ice cores, J. Geophys. Res., 108(D12), 4361, doi:10.1029/2002JD002677. 

Kavanaugh, J. L., and K. M. Cuffey (2002), Generalized view of source-region effects on δD and 
deuterium excess of ice-sheet precipitation, Ann. Glaciol., 35(1), 111–117. 

Kavanaugh, J. L., and K. M. Cuffey (2003), Space and time variation of δ18O and δD in 
Antarctic precipitation revisited, Global Biogeochem. Cy., 17(1), 1017–1031, 
doi:10.1029/2002GB001910. 

Kusakabe, M., and Y. Matsuhisa (2008), Oxygen three-isotope ratios of silicate reference 
materials determined by direct comparison with VSMOW-oxygen, Geochem. J., 42(4), 309–
317, doi:10.2343/geochemj.42.309. 

Landais, A., A. Ekaykin, E. Barkan, R. Winkler, and B. Luz (2012a), Seasonal variations of 17O-
excess and d-excess in snow precipitation at Vostok station, East Antarctica, J. Glaciol., 
58(210), 725–733, doi:10.3189/2012JoG11J237. 

Landais, A., E. Barkan, and B. Luz (2008), Record of δ18O and 17O-excess in ice from Vostok 
Antarctica during the last 150,000 years, Geophys. Res. Lett., 35(L02709), 1–5, 
doi:10.1029/2007GL032096. 

Landais, A., H. C. Steen-Larsen, M. Guillevic, V. Masson-Delmotte, B. Vinther, and R. Winkler 
(2012b), Triple isotopic composition of oxygen in surface snow and water vapor at NEEM 
(Greenland), Geochim. Cosmochim. Acta, 77(C), 304–316, doi:10.1016/j.gca.2011.11.022. 

Luz, B., and E. Barkan (2010), Variations of 17O/16O and 18O/16O in meteoric waters, Geochim. 
Cosmochim. Acta, 74(22), 6276–6286, doi:10.1016/j.gca.2010.08.016. 

Marcott, S. A. et al. (2014), Centennial-scale changes in the global carbon cycle during the last 
deglaciation, Nature, 514(7524), 616–619, doi:10.1038/nature13799. 

130



Masson-Delmotte, V., B. Stenni, and J. Jouzel (2004), Common millennial-scale variability of 
Antarctic and Southern Ocean temperatures during the past 5000 years reconstructed from 
the EPICA Dome C ice core, Holocene, 14(2), 145–151, doi:10.1191/0959683604hl697ft. 

Members, W. D. P. (2013), Onset of deglacial warming in West Antarctica driven by local 
orbital forcing, Nature, 500(7463), 440–444, doi:10.1038/nature12376. 

Merlivat, L., and J. Jouzel (1979), Global Climatic Interpretation of the Deuterium-Oxygen-18 
Relationship for Precipitation, J. Geophys. Res., 84(C8), 5029–5033. 

Noone, D., and I. Simmonds (2004), Sea ice control of water isotope transport to Antarctica and 
implications for ice core interpretation, J. Geophys. Res., 109(D07105), 1–13, 
doi:doi:10.1029/2003JD004228. 

Passey, B. H., H. Hu, H. Ji, S. Montanari, S. Li, G. A. Henkes, and N. E. Levin (2014), Triple 
oxygen isotopes in biogenic and sedimentary carbonates, Geochim. Cosmochim. Acta, 141, 
1–25, doi:10.1016/j.gca.2014.06.006. 

Risi, C., A. Landais, R. Winkler, and F. Vimeux (2013), Can we determine what controls the 
spatio-temporal distribution of d-excess and 17O-excess in precipitation using the LMDZ 
general circulation model? Clim. Past, 9(5), 2173–2193, doi:10.5194/cp-9-2173-2013. 

Risi, C., A. Landais, S. Bony, J. Jouzel, V. Masson-Delmotte, and F. Vimeux (2010), 
Understanding the 17O-excess glacial‐interglacial variations in Vostok precipitation, J. 
Geophys. Res., 115(D10112), 1–15, doi:10.1029/2008JD011535. 

Schoenemann, S. W., A. J. Schauer, and E. Steig (2013), Measurement of SLAP2 and GISP δ17O 
and proposed VSMOW-SLAP normalization for δ17O and 17Oexcess, Rapid Commun. Mass 
Spectrom., (27), 582–590, doi:10.1002/rcm.6486. 

Schoenemann, S. W., E. J. Steig, Q. Ding, B. R. Markle, and A. J. Schauer (2014), Triple water‐
isotopologue record from WAIS Divide, Antarctica: Controls on glacial‐interglacial changes 
in 17Oexcess of precipitation, Journal of Geophysical Research: Atmospheres, 119, 1–23, 
doi:10.1002/2014JD021770. 

Steen-Larsen, H. C. et al. (2013), Continuous monitoring of summer surface water vapour 
isotopic composition above the Greenland Ice Sheet, Atmos. Chem. Phys. Discuss., 13(1), 
1399–1433, doi:10.5194/acpd-13-1399-2013. 

Steig, E. J. (2006), Climate change - The south-north connection, Nature, 444(7116), 152–153, 
doi:10.1038/444152a. 

Steig, E. J., C. P. Hart, J. W. C. White, W. L. Cunningham, M. D. Davis, and E. S. Saltzman 
(1998), Changes in climate, ocean and ice-sheet conditions in the Ross embayment, 
Antarctica, at 6 ka, Ann. Glaciol., 27, 305–310. 

Steig, E. J., J. L. Fastook, C. Zweck, I. D. Goodwin, K. J. Licht, J. W. C. White, and R. P. Ackert 
(2001), West Antarctic Ice Sheet Elevation Changes, in The West Antarctic Ice Sheet: 

131



Behavior and Environment, pp. 75–90, American Geophysical Union. 

Steig, E. J., V. Gkinis, A. J. Schauer, S. W. Schoenemann, K. Samek, J. Hoffnagle, K. J. Dennis, 
and S. M. Tan (2014), Calibrated high-precision 17O-excess measurements using cavity ring-
down spectroscopy with laser-current-tuned cavity resonance, Atmos. Meas. Tech., 7(8), 
2421–2435, doi:10.5194/amt-7-2421-2014. 

Uemura, R., E. Barkan, O. Abe, and B. Luz (2010), Triple isotope composition of oxygen in 
atmospheric water vapor, Geophys. Res. Lett., 37(L04402), 1–4, 
doi:10.1029/2009GL041960. 

Vimeux, F., V. Masson, G. Delaygue, J. Jouzel, J. R. Petit, and M. Stievenard (2001), A 420,000 
year deuterium excess record from East Antarctica: Information on past changes in the origin 
of precipitation at Vostok, J. Geophys. Res., 106(D23), 31–863–31–873. 

Waddington, E., H. Conway, E. Steig, R. Alley, E. J. Brook, K. Taylor, and J. White (2005), 
Decoding the dipstick: Thickness of Siple Dome, West Antarctica, at the Last Glacial 
Maximum, Geology, 33(4), 281–284. 

Winkler, R., A. Landais, H. Sodemann, L. Dümbgen, F. Prié, V. Masson-Delmotte, B. Stenni, J. 
Jouzel, and V. Rath (2012), Deglaciation records of 17O-excess in East Antarctica: reliable 
reconstruction of oceanic normalized relative humidity from coastal sites, Clim. Past, 8(1), 
1–16, doi:10.5194/cp-8-1-2012. 

Young, E. D., L. Y. Yeung, and I. E. Kohl (2014), On the ∆17O budget of atmospheric O2, 
Geochim. Cosmochim. Acta, 135(C), 102–125, doi:10.1016/j.gca.2014.03.026. 

 

	  

132


	Abstact_TableContents_Acknowledgments
	Chapter 1
	Chapter 2
	RCM_Schoenemann_2013_VSMOW-SLAP_Normalization
	Chapter 3
	Schoenemann_etal_JGR_Atmospheres_2014_hires
	Chapter 4
	Supplement_Figs_Tables_Schoenemann_2014JD021770_Diss
	Supplement_Schoenemann_2014JD021770_Diss
	TableS1_Schoenemann_2014JD021770.docx 
	FigS1_dxs_LGM_0k_20yr_spatial_cores_tri_new_0to20contr1_hires_140205_final_1x3
	FigS2_dln_dlncorr_dxs_dxscorr
	FigS3_17Oxs_vs_SurfTemp_Modern_Ext_LGM_LGMcold_20_40_final
	FigS4_Bintanja_age_d18Osw
	FigS5_hnorm_vs_h_diff_vs_surf_low_temp_ctrl-01

	Chapter 5
	Steig_Atmos._Meas._Tech._2014
	Chapter 6
	Ch6_Seasonal_17O_ICM_Final_v3
	Ch6_Seasonal_17O_ICM_Figs_Final
	Fig1_Antartic_Map_Path4-01
	Fig2_temp_prwtr_evap_precip_rh_icec_DJF_JAS_East_West_Path_-01
	Fig3_d18O_17O_dxs_dln_calibration_vs_lat_temp-01
	Fig4_17O_dxs_dln_vs_d18_calibration_east_west-01
	Fig5_D17O_dln_dxs_vs_lat_rh_plus_minus_5_10_east_horiz-01
	Fig6_gamma_all_isotopes_west_east_40lat_shortdash-01
	Fig7_t850_skt_precip_evap_rh_NCEP2_VK_WD_site_seasonal-01
	Fig8_ts_NCEP2_east_west_seasonal_d18_D17_dxs_dln_vert-01
	Fig9a-d_D17_dxs_dln_vs_d18_ts_linear_east_west_horiz-01
	Fig10_skt_icec_evap_rh_NCEP2_Eocn_Wocn_source_seasonal-01
	Fig11_a_c_17Oxs_vs_lat_allmonths_west_east_source_lat-01
	Fig12a-b_dxs_dln_vs_lat_allmonths_east-01
	Fig13a-b_dxs_dln_lat_allmonths_west-01
	Fig14a-b_17Oxs_vs_temp_allmonths_west_east-01
	Fig15_SEAT_11-3_001_354_D17O_vs_d18O_mean_stdev-01

	Chapter 7


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (ECI-RGB.icc)
  /CalCMYKProfile (Photoshop 5 Default CMYK)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.6
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness false
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Preserve
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
    /Courier
    /Courier-Bold
    /Courier-BoldOblique
    /Courier-Oblique
    /Helvetica
    /Helvetica-Bold
    /Helvetica-BoldOblique
    /Helvetica-Oblique
    /Symbol
    /Times-Bold
    /Times-BoldItalic
    /Times-Italic
    /Times-Roman
    /ZapfDingbats
  ]
  /AntiAliasColorImages false
  /CropColorImages false
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages false
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages false
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 400
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects true
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ENU ()
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AllowImageBreaks true
      /AllowTableBreaks true
      /ExpandPage false
      /HonorBaseURL true
      /HonorRolloverEffect false
      /IgnoreHTMLPageBreaks false
      /IncludeHeaderFooter false
      /MarginOffset [
        0
        0
        0
        0
      ]
      /MetadataAuthor ()
      /MetadataKeywords ()
      /MetadataSubject ()
      /MetadataTitle ()
      /MetricPageSize [
        0
        0
      ]
      /MetricUnit /inch
      /MobileCompatible 0
      /Namespace [
        (Adobe)
        (GoLive)
        (8.0)
      ]
      /OpenZoomToHTMLFontSize false
      /PageOrientation /Portrait
      /RemoveBackground false
      /ShrinkContent true
      /TreatColorsAs /MainMonitorColors
      /UseEmbeddedProfiles false
      /UseHTMLTitleAsMetadata true
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /BleedOffset [
        0
        0
        0
        0
      ]
      /ConvertColors /ConvertToRGB
      /DestinationProfileName (sRGB IEC61966-2.1)
      /DestinationProfileSelector /UseName
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements true
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MarksOffset 6
      /MarksWeight 0.250000
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PageMarksFile /RomanDefault
      /PreserveEditing true
      /UntaggedCMYKHandling /UseDocumentProfile
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice




