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University of Washington
Abstract

A Study of the Ice-Hail Charge Separation Mechanism
Using a Thunderstorm Electrification Model with

Explicit Microphysics in a Kinematic Framework.

by Kent W. Norville
Chairperson of the Supervisory Committee: Professor Marcia B. Baker

Geophysics Program

I have developed a numerical model for examining the thunderstorm electrification
process assuming that the electrification is entirely due to non-inductive charge trans-
fer between colliding ice crystals and hail. Since this ice-hail charge mechanism is very
dependent on particle sizes and distributions, 78 categories-of ice and 30 categories
of drops are used in an explicit microphysical framework. To maintain simplicity, the
electrification model has a kinematic structure; thus the temperature and velocity
fields are input into the electrification model. These fields can be either calculated
by a background model or retrieved from observation. For this study, we have used
the cloud model of Taylor (1989) to generate the temperature and velocity fields to
examine the July 19, 1981 CCOPE thundercloud. Using these fields, the electrifica-
tion model produced time-dependent ice particle concentrations, radar reflectivities,
charge and vertical electric field distributions in good general agreement with those
observed. The model produced a maximum electric field strength of 2.34 kV-cm™!

which on the same order of that needed for lightning initiation, and occurred very

3

close to the time of the observed discharge. Thus the ice-hail charge mechanism
by itself seems capable of explaining the electrical development in storms such as
the July 19th cloud. The details of the electrification depended on the liquid water
content and the glaciation processes. Specifically, I found that the locations of the
charge centers were directly related to the interface between mixed-phase and com-

Pletely glaciated cloud. The electrification was strongly dependent on the ice crystal

characteristics. Specifically, cases where the crystals grew to riming sizes (> 4004)
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fastest charge most efficiently. However, the characteristics of the large riming ice

~ only had a minor influence on the charging. The electrification was not sensitive to

,,; charge transfer critical diameter or the initial drop distribution. The electrification

was sensitive to ice-ice sticking efficiency as predicted.
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Chapter 1

Introduction

ightning storm is one of Nature’s most spectacular phenomena. However, the

sic physical processes by which a storm electrifies and produces lightning are not

derstood. In fact, the mechanism(s) responsible for the separation of charge in

derstorms still remains in dispute. Recent laboratory experiments (Jayaratne
al., 1983; Baker et al., 1987; Keith and Saunders, 1989) have indicated that a

n-inductive charge separation mechanism involving ice-hail collisions could be a

portant candidate for explaining the thunderstorm electrification process. This

sertation describes the development and use of a numerical thunderstorm electri-

ation model to examine the implications of this charge separation mechanism and

Electrical characteristics of a thunderstorm

hunderstorm is generaly dipolar in structure, usually with the main positive charge

ter above the main negative charge center. Sometimes a region of positive charge

s near cloud base but it has a much smaller magnitude than the main centers
illiams, 1989). The negative charge center in a typical summertime thunderstorm
n the temperature range of -10°C to -28°C independent of the cloud base and
' temperatures and heights. This observation implies an inherent temperature
pendence in the charging process.

Strong electrification is associated with the ice phase. Although there have been
orts of lightning in warm clouds (Moore et al., 1960), strong warm cloud elec-

fication is uncommon and requires very special conditions (Williams, 1989). At

Aperate latitudes, electrification only occurs if the clouds grow past the freezing
el (Krehbiel, 1986). For example, Dye et al. (1989) observed that New Mexico
tms electrified when the radar tops exceeded 8 km (T < -20°C) and lightning was
Hated when radar tops rose above 9.5 km (T <-40°C). They also found that the




itial electrification was associated with vertical motion in the cloud.

Observations also suggest that electrification is dependent on precipitation. The

tion of lightning, which requires breakdown field strengths of about 3 kV-cm~!

tham, 1981), generally occurs within 20 minutes after the first precipitation de-
ed (Krehbiel, 1986). Typically, lightning is observed when the radar reflectivity
ove the freezing level exceeds 40 dBZ (Dye et al., 1986) but it has been reported
Tower (33-35 dbZ) reflectivities (Moore, 1965). Also, the location of the lightning
ters is often observed on the upper fringes of the reflectivity core (Krehbiel, 1986;
Vérmitte and Williams, 1985) and not in the highest reflectivity regions.

 These observations indicate that initial electrification depends on the ice phase,

ecipitation, and is inherently temperature dependent.

2 Observational constraints on the charge separation mechanism

ere is an ongoing debate about which charging processes are primarily responsible
generating the large electric field needed for lightning initiation. Many mecha-
ms and theories have been proposed (see reviews by Latham (1981), Illingworth
985), and Beard and Ochs (1986)). There are two main classes of theoretical

chanisms: convective and precipitative. In the convective mechanisms, charge

paration takes place outside the cloud (i.e. ionization of the ambient atmosphere
cosmic rays, radiation, and/or corona). Organized cloud motions then move this
e-existing charge to the locations required for electrification (Vonnegut, 1953). In

e precipitative mechanisms, the separation of charge occurs in the cloud via hy-

ometeor interactions. The charges carried by these particles are moved by air mo-
ns and/or gravitational settling into the observed distribution. Thus the primary

erence between these mechanisms is the location of the original charge separation
external or internal to the cloud).

The thunderstorm observations described above imply that the convective mech-
sms of electrification, which cannot account for the observed dependence of elec-
fication on ice and the temperature dependence of the charge centers, are not

marily responsible for thunderstorm electrification (Williams, 1989).




Summary of charge separation mechanisms

ed on the above observations, it would seem that either ice-ice or ice-water particle
fa.ctions might be likely candidates for the primary charge separation mechanism.
Mechanisms depending on water-ice interactions, such as melting (Martin and
chinson, 1977), or splashing (Shewchuk and Iribarne, 1971), and/or rebounding
rops (Mason, 1988), cannot explain the electrical development of storms since
require conditions that are not applicable to a wide range of electrified storms
ngworth, 1985). Also, laboratory experiments do not support these mechanisms.
example, Jennings (1975) found that virtually all drops striking a hail particle
collected when an electric field was present. If a drop did rebound, no detectable
ge was observed on it.
‘This leaves only the ice-ice charge separation mechanisms. There are two main
s of ice-ice interactions: inductive and non-inductive.
The inductive mechanism is based on the principle that a particle in an electric
d will have polarization charge on its surface. Thus, small rebounding particles
| carry charge away when they strike the surface as long as collisions occur below
“electrical equator”! of the particle (Sartor, 1981). The inductive mechanism
tractive because it is conceptually simple and provides positive feedback field
th via gravitational separation of charged particles. However, there are several
or weaknesses in this mechanism. Illingworth and Caranti (1985) found that the
act time in ice-ice collisions was too short for effective transfer of polarization
ge. In fact, they found the inductive mechanism was only effective if the impurity
entration was many orders above the natural impurity levels. There is also a
on the amount of charge that can be collected via this mechanism and particles
 been observed to have charges larger than these limits (Latham, 1981).
0 some modeling studies, the inductive processes, when operating alone, pro-
d complex charge distributions and field growth unlike that observed (Kuet-
et al., 1981; Tzur and Levin, 1981). Helsdon and Farley (1987a) found, when
elling the CCOPE July 19,1981 cloud, that the electric field produced using

nductive mechanism alone was about two orders of magnitude too low. In fact,

studies which have compared the inductive and non-inductive mechanisms have

he electrical equator can be described as a contour of zero charge density. For an uncharged

ical particle, the electrical equator would be the physical equator normal to the electric field.




nd that the inductive charge mechanism by itself cannot adequately explain the

trification.

While inductive charge separation processes require the pre-existence of an elec-
field, non-inductive processes do not. Three non-inductive mechanisms of the
aration of charge during collisions of ice articles have been proposed theoreti-
y thermoelectric effect (Reynolds et al., 1957), freezing potentials (Workman
Reynolds, 1948), and contact potentials (Caranti et al., 1985). These mecha-
ms have been shown to be ineffective in laboratory experiments and have been

inated from consideration in thunderstorm conditions (Latham, 1981). In the

sections I describe laboratory observations of a type of non-inductive charge
sfer for which the underlying mechanism is yet unknown but which appears to

operative in clouds.

Description of the ice-hail non-inductive charge separation mecha-

nism

non-inductive charge separation mechanism used in this study is based on labo-
ry observations that collisions between large and small ice particles, while in the

esence of liquid water, result in a net charge transfer between the ice particles (see

gure 1.1). In laboratory experiments designed to simulate cloud conditions, Ja-

ratne et al. (1983) measured the charge transferred to a rotating rod simulating a
llstone in the presence of ice crystals and liquid water. They found the magnitude

the charge per event was a function of ice crystal size (d) and rimer velocity (v)

e sign of charge transferred to the rod was generally a function of rime temperature

d liquid water content, with positive charge transferred to the rimer at warmer

nperatures and higher liquid water content. However, if the liquid water content

opped to zero, the charging was reduced by three orders of magnitude. Also, when

' Was absent or when the rimer was stationary, no charging occurred, indicating
e importance of both large and small ice crystals. Increasing the liquid water

ntent increased the magnitude of charging and pushed the reversal temperature?

to lower temperatures. The maximum diameter of ice crystal particles in the
eriment was 1254, but extrapolation of the laboratory results to larger particle

es suggested that this process could be important in thunderstorm electrification

2 X . .
“the temperature at which the sign of the charge transferred to the rimer changed.
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ham and Dye, 1989). In another study, Jayaratne and Saunders (1985) showed
 size, as well as liquid water content, was important in determining sign of
e transfer. When the drops were less than six microns in diameter, they were
collected by the rimer and the rimer charged negatively at all temperatures.
s riming was not a necessary condition for charge transfer to occur. However,
en drops were collected, the rimer charged positively at warmer temperatures.
“ study suggested the surface states of both target and interacting particle must
onsidered. Baker et al. (1987) summarized these results: 1) Charging occurred
mixed phase cloud during collisions between ice crystals and the hailstone, 2)
ficant charging (> 0.1 fC per collision) required the presence of liquid water,
at the hailstone and ice crystal were growing by vapor diffusion, 3) Hailstones
ed to charge positively at warmer and negatively at colder temperatures, and 4)
easing the liquid water content tended to shift the reversal temperature towards
r values and increased charging. Baker et al. suggested that the sign of the
rging is dependent on the difference in the depositional growth rates of the hail
ce crystal with the faster growing particle charging positively during a collision
h a more slowly growing particle. This description seems to fit the experimental
s Charging would be most likely to occur in regions where liquid water, ice
stals, and hail co-exist. These areas would not be in the strongest precipitation
ons, but on the fringes, where liquid water from the updraft could be trans-
ted in. The physical basis of this charging mechanism is unknown: Baker and
h (1989) suggest that the charge transfer is a result of liquid-like layers that form
oth particles during deposition.

Previous model studies of non-inductive charging.

Table 1.1 shows a summary of earlier cold cloud electrification modelling studies

. used some form of non-inductive charge transfer. For comparison, the modelling

Y in this thesis is also included. This table gives a description and the general
s of the charge separation mechanisms for each model. The description indicates
type and geometry of the model, whether the model results were compared with
tvation, and the type of the microphysics used. Several features of this table
Wworth noting. First, many of these modelling studies have been used to evaluate

rent charge mechanisms. As suggested by observations, modellers have generally




Table 1.1:

Non-Inductive Model Characteristics

Model Description Charge Mechanisms

Inductive Non-Inductive

wW-w  w-i w-w  w-l i1
lllingworth and || 1D, SS, slab, BM X X X X X

Latham 1977
Kuettner, Levin, | 2D, SS, slab, kin, BM X X

and Sartor 1981
Tzur and Levin | 1D, TD, axi, EM

1981
Rawlins 1982 3D, TD, O, BM

Takahashi 1983 || 2D, TD, slab, EM
Takahashi 1984 | 2D, TD, slab, EM
Ziegler, Ray, and | 3D, TD, kin, O, BM
‘MacGorman 1986

Helsdon and 2D, TD, slab, O, BM
~ Farley 1987a,b

This study 1-1/2D, TD, kin, axi,
EM, O

KEY:
#D : model dimension
Time dependence: SS - steady state; TD - time dependent
Model Geometry axi - axially symmetric; slab - slab symmetric
kin - kinematic model
Microphysics BM - bulk microphysics
EM - explicit microphysics

Interactions w-w - water-water; w-i - water-ice

I-1 - ice-ice

- results compared with observation




ressed toward ice-ice interactions as the primary charge separation mechanism.
 of the comparative studies (Tzur and Levin, 1981; Helsdon and Farley, 1987a)
indicated that neither the inductive or non-inductive mechanisms by themselves
explain the electrical behavior of thunderstorms. These studies have found a
sination of inductive and non-inductive mechanisms is needed to provide break-
, field strengths and to have charge distributions consistent with observations.
ever, the parameterization of the non-inductive mechanism used in these models
ot been appropriate for the ice-hail mechanism just discussed. Since modeling
he thunderstorm processes can be complex and a time expensive venture, only
most important processes are modelled explicitly while the remaining processes
arameterized. Historically, the dynamical aspects of thunderstorms have been
hasised and the microphysics simplified through parameterization. Typically,
particles are described in a few "bulk” categories with assumed particle distribu-
_As a result, many electrification models inherited this parameterized ”bulk”
ophysics. These bulk models did not incorporate the size dependence of the
al charge transfer mechanism. In addition, all but one of these models have
a parameterization that neglects the observed liquid water dependence of the
ail charge mechanism. Thus most of these modelling efforts did not properly
ibe the charging characteristics of the ice-hail mechanism.
wo studies, Takahashi (1984) and Ziegler et al. (1986), used a charge per colli-
parameterization that depended on particle sizes. However, Takahashi did not
de a liquid water dependence in his parameterization so the the charge centers
e associated with the highest precipitation regions of the cloud, contrary to ob-
tions. Also, Takahashi used an assumed sounding to initialize his model and
ot compare his results to observations.
egler et al. (1986) used a parameterization of the ice-hail mechanism proposed
ardiner et al. (1985) to study the TRIP August 7, 1979 cloud. Unlike Takahashi,
er did compare the model results with observations and the model produced
strong enough for lightning even though these breakdown fields occurred after
bserved peak flash rate of the cloud. This may be due to the fact that Ziegler
bulk microphysics with an assumed form for the particle distributions. As a

» Ziegler did not calculate the charge density directly but inferred it from as-

d particle distributions. Thus it is not clear that Ziegler accurately represented

particle spectrum or charge density in the cloud. If the ice-hail mechanism is




rating, large particles toward the ends of the spectrum may carry relatively large
unts of charge. Thus, the use of a realistic spectrum of hail, drop, and ice sizes
d concentrations in modelling studies is important.

From this discussion it is clear that appropriate modelling studies of the ice-hail
fcha,nism are lacking but that this mechanism appears likely to play a strong role
in thunderstorm electrification. Since the charge mechanism is sensitive to particle
ributions and sizes, an explicit microphysical approach should be used to study
t. No model so far has incorporated explicit microphysics with a "realistic” pa-

eterization of the ice-hail non-inductive mechanism to determine the electrical

avior of a thunderstorm, and compared the results with field observations.

1.6 Goals of this work

goals of this work are: 1) To develop a relatively simple numerical model of the
undercloud electrification process using this non-inductive ice-hail charge separa-
mechanism. Since this mechanism is strongly dependent on particle size, the
model will explicitly describe the hydrometeor distribution as a function of particle
mass, position, and time. To maintain simplicity, a kinematic framework will be used.
2) To determine, using this model, if the non-inductive ice-hail charge mechanism
produce electric fields large enough to explain lightning initiation; and 3) To de-
ine what parameters are important in electrification via this mechanism through
sitivity tests of both microphysical and electrical effects. The model results will
compared with observations (radar, particle distributions, charge and field mea-
surements) to assess its performance. For this study, the Cooperative Convective
Precipitation Experiment (CCOPE) July 19, 1981 storm case will be used.

Organization of this dissertation

his dissertation has six remaining parts. Chapter 2 describes the model develop-

ment and outlines the assumptions used. In Chapter 3, the cloud case specifics for
€ base run are given. In Chapter 4, a base case model run is assessed through the
Omparison with observations. Chapter 5 describes the sensitivity runs. In chapter
discussion of the results of the previous two chapters is given. And finally, in

“apter 7, the results are summarized and future work is suggested.




Chapter 2

Electrical/Microphysical (EM) Model Development

bility to model the electrical, microphysical, and dynamical aspects of a thun-
rm in complete detail is beyond our current abilities. Thunderstorms have
1 scales of kilometers while the charge separation and turbulent transport pro-
occur on scales of meters to microns. With such a vast range of scales to
er, simulations can easily become quite large and complex. Other numerical
ms, such as the parameterization of turbulence, add to the difficulty. Ice,
is important in the electrification process, has a variety of complex geometries
properties, which depend on particle and cloud history, making modeling even
e difficult. Therefore, modelers have relied on various simplifications in order
ress the problem of thunderstorm electrification and cloud development. As
in the introduction, many models simplify the microphysics and emphasize the
dynamics. Often simplifications in cloud geometry are used. Since the point of
esis is to examine a charge separation mechanism which is strongly dependent
particle sizes, an adequate description of the hydrometeor distributions is
d. Therefore, an explicit microphysical approach is used. To keep the problem
eable, the dynamical aspects of the modelling have been simplified by using a
atic modelling approach. That is, the explicit microphysical and electrification
ons act on velocity and temperature fields that are either retrieved from radar
ctivity patterns or taken from other cloud models. This simplification decouples
namics from the microphysics in the Electrification /Microphysical (EM) model
bed here (i.e., no feedbacks). Although feedbacks between the microphysics and
ics are important in cumulus development, this kinematic approach provides,
ow below, an adequate framework for examining the electrical development.
ure 2.1 shows a simple schematic of the EM model. The main inputs to
M model are temperature and velocity fields, environmental sounding, and

S Parameter values. With this input, the EM model then calculates vapor

Yy (p,) and drop, ice, and charge concentrations (n4, ni, and p.) as functions of
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eight, and time. Charge is associated with individual particle classes. Three
hysical processes are included; deposition, collection, and ice formation. Since
ctrification is linked directly to ice particle collisions, collection and charge
i r are done at the same time. The details of these processes are described
The advantage of our explicit microphysical model over those which use
eterized microphysics (e.g., Ziegler et al., 1986; Helsdon and Farley, 1987a),
t the particle distributions and the charge per particle are computed directly.
fhe size dependence of charge concentration can be examined.
order to reduce computation time, fall velocities, depositional growth rate
s, and collection kernels (described below) are calculated assuming a single
rature profile. This simplification is reasonable since the in-cloud temperatures
/ary by a few degrees over the cloud lifetime at most grid points. Model runs
a different temperature profile showed only minor differences in the calculated
s. However, the time-varying temperature profile is used for processes (e.g., ice

tion) in which temperature effects are especially important.

Model geometry and advection scheme

the temperature and velocity fields used for this kinematic case study were gen-
from the 1-1/2 dimensional, time-dependent, Eulerian cloud model of Taylor

1989, referred to hereafter as T), the EM model uses the same geometry. The

del was developed to examine the dynamical, thermodynamical, microphysical,

emical processes within low shear, mid-latitude, continental cumulus clouds
describe in more detail in the next chapter. The model geometry, as shown
ure 2.2, consists of a cylindrical core (called the inner region) encased in a
rical annulus (called the outer region) and surrounded by a time-independent
nment. The radius of the inner region is 1.0 km while the radius of the outer
is 2.5 km. The vertical grid spacing is 200 m.

e T model computed the temperature and velocity fields at approximately 60
intervals; therefore the EM model updates these fields every 60 seconds. Be-
updates, these fields are assumed to be constant in time. The error introduced
S approximation has little effect on the model results since a test run using
ond update intervals produced nearly identical results to the 60-second case.
cause the EM model uses the same geometry as the T model, the EM model
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orates the same generalized area-averaged advective equations as T with sev-
odifications (Derivation of these equations and further description of the terms
rovided in Appendix A). The basic area-averaged advective equations for gen-
d densities in the inner region (g;) and outer region (g,) are
Bgi _ 8(w,~g,~) awi 2 0

- ;‘(Qi u')y — ‘a-z(wi o) + S,

ot 9z ¢ 0z

Do, . a("‘)ogo) a_w_ a’ ow;

— 2 +(Qb—9a)(—b§—_‘_a—2)'5; +

ot 9z e

2a 9.
(Z)—r:a_?)(@"lul)“ = 5, (Wo'e0) + S, (2.2)

e w; and w, are the inner and outer region vertical air velocity for the vapor
the difference between the air and fall velocity for particles. The densities at
ner-outer boundary and outer-environment boundary are designated p, and
pectively. Deviations from the mean are designated by primes. The terms on
hs of equations 2.1 and 2.2 are the vertical advection, dynamic entrainment,
: eddy flux, vertical eddy flux, and a generalized source/sink term. The outer
n/environment lateral eddy flux term, which is not shown, has been set to zero in
del for simplification. To examine the effect of intra-cloud mixing, a constant
es of 1 or 1/3) was added to the eddy diffusivity as shown in Appendix A.

e numerical advection scheme is that of Smolarkiewicz (1983,1984) with two

(2.3)

advective scheme is an upstream, first order, finite difference approach with anti-
1ve corrective steps. It is simple and positively defined (i.e. positive quantities
/ Temain positive); however it does produce small ripples (<10%) near sharp
ents.

ce only the advective equations, like those shown above, are geometry depen-

he EM model can easily be adapted to other geometries.




Particle characteristics

e distributions for all particles (drops and ice) are defined on a mass grid

ing Berry (1967). The mass of particles in the kth category is
My, = M2"5 (2.4)

M, the mass of the lowest category, is that of an ice sphere with a 5 micron

The mass doubles every second category. There are 30 size categories of

Ice density parameterization

ce category has a pre-set ice density associated with it. This is a common sim-
ion in explicit microphysical models (Hall, 1980; Takahashi, 1984; Farley and
é, 1986). Also, all particles are assumed spherical. Although this assumption
iably reasonable for larger ice particles (D > 1 mm), the smaller ice particles
spherical but have a variety of shapes (plates, dendrites, columns). Trying to
ate all these shapes into the model would be computationally inefficient. To
nsate, the ice crystal density (perys) is set to a relatively low value (0.1 g-cm™2)
he diameter of a sphere would be less than that for of a plate or dendrite of
tical mass. The value of 0.1 g-cm™2 was selected based on estimates of the
bal density needed to give a sphere the same radius as an plate with the same
d on estimates of the snow density used by T (see Appendix B). Ice crystals
n-riming particles) have diameters less than a critical riming diameter (D,).

meters above D,, the density of particles of mass M is determined iteratively

p(M)) dM
pa(M)"Vol(M)

(2.5)

My
P(My)(g-em=) = p(Ma) + [ (1.0

1€ mass of a particle of diameter D,, Vol is the volume of the particle, and
e density of the accreted rime. The EM model has three forms for pa Which

light, medium, and dense rime, respectively. Specifically,

Plight = 0.11A0'76
Pmedium = 0-30A0'40
Pdense = 0.90




—rVi
A= ZTVimp
T.

r(p) is the radius of the cloud drops and Vpp(m—s71) is their impact velocity

(2.7)

{,;a,rget with surface temperature T,(°C). For the EM model, A was determined
ing that T, = -10°C, r = 10p, and V,p,, is the riming particle terminal fall
ty. Thus, A is a function of the particle mass.
e light density case is based on the experiments of Macklin (1962) who studied
ming behavior of a cylinder to simulate hailstone growth over a wide range
itions. The medium density case, which has the same general form as the
density expression, was derived by Heymsfield and Pflaum (1985) when they
alyzed the Pflaum and Pruppacher (1979) data for the riming behavior of free
graupel. Hail modelers tend to use Macklin’s form while those examining

el development favor the Heymsfield and Pflaum forms (Farley, 1987).

Fall velocities

article fall velocities are determined from the Reynolds number (Re) and drag
cient (Cy) (Berry and Pranger, 1974; Pruppacher and Klett, 1978). The rela-
1ip between Re and Cy is expressed as an empirical function of CyRe?, (com-
y referred to as the Best number (X)) which is dependent only on the particle
and the atmospheric conditions (i.e., T and P). For ice particles with X greater
400, I use the empirical expressions of Heymsfield (1978), derived from an analy-
summertime graupel collection data of Auer et al. (1971). Since the Heymsfield
Is not appropriate for the smaller ice particles, the Berry and Pranger (1974)
lation for solid spheres for ice is used. The switch-over point (X = 400) is
> the two formulations give similar values for Re. The fall velocities of drops

odeled using the Berry and Pranger formulation.

Microphysical equations

Deposition

drops and ice particles grow by vapor deposition. Deposition is modeled using

assical explicit expression for spheres growing in a constant vapor field assuming

dy state condition in which the heat release due to vapor deposition to the




1978). Ventilation factors (fs, fs, fr , and f,) are added to account for air
ns about the particle (Young, 1974). The depositional growth rate is given by:

dm 47rS*
i (2.8)

1 L* L* o)
“  rnn T (dr - 10)

arred variables (S- the supersaturation, L (ergs/g) - latent heat, p, - saturated

r density) take on two sets of values for liquid and solid particles; D (em?s71) is
ffusion constant for vapor, and R, (erg/K) is the gas constant for water vapor.
S is calculated during the iterative phase of the model while the remaining
s are calculated beforehand.

e depositional growth equation for n(m), the number concentration (cm=2) of
les of mass m, is
dn(m) d

L = (n(m)un) (29)

Um = Om/0t. Equation 2.9 has the form of the advection equation 2.3 where
analogous to the velocity in a spatial framework (Hall, 1980). Thus an advection
me, like that of Smolarkiewicz (1984), can be used for equation 2.9. The scheme
ble when the Courant number (Xon = umAt/Am) is less than 1 for non-
ent flow, where At is the time step and Am is the width of the mass category.
ice is nucleated in the presence of drops the advective scheme often becomes
le for the low mass categories because Am is small and the growth rates (um)
gh. To make the scheme stable, either the time step would have to be reduced,
metimes considerably, thus increasing the computation expense, or another
ach used. I have devised a hybrid calculation method rather than reducing
tme step. I use a Lagrangian method in the unstable regions of the grid and
ulerian advection scheme in the stable regions. In the Lagrangian scheme,
me it takes a particle to grow through a category is determined, given the
saturation, for each category. If a particle grows through a category, the mass
he particle acquires is simply equal to the mass width of the category. For
es that grow only part way through a category, the mass acquired is equal
growth rate multiplied by the time spent in that category. Thus the total

ained in a time step by a growing particle is found by summing the mass

nulated in al] categories partially or completely traversed in that time step.
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articles are then redistributed back onto the grid, as shown below, so as to
ve both number concentration and water content. Since the mass "flow” tends
verge toward larger masses, particles from these unstable, low-mass categories
o stay closely grouped, usually within several categories, using this method.
agrangian scheme is not used for the entire grid. In the low Courant number
) areas of the grid where only a fraction of the particles are advancing into
xt category, diffusion effects due to the redistribution of particles back to the
ecome important. Thus the Eulerian scheme, which is designed to limit such
sion, works better in the stable regions.

2 Particle redistribution

e and in the collection routine below. After these processes are preformed, a
of particles with concentration n and final mass M must be placed back onto
mass grid. It is extremely rare that M is equal to the characteristic mass of a
ory; rather M usually lies between two mass categories so that M; < M < My
efore, the concentration of these particles must be divided between the two mass
ries in order to conserve both the total particle number concentration and

r mass. Conservation of number concentration requires
o '
n=n;+n, (2.10)

e n; is the particle contribution to the 5t category and n{_ is the contribution

e i + 1 category. Likewise, mass conservation gives
nM = n;M; + nj  M;y,. (2.11)

there are two equations and two unknown, solutions for both n! and n,, are

obtained. Solving for n} gives

., M-M;
n.

= ———n. 2.
1 ]Vfi+1 _ M,‘n ( 12)

Particle interactions: collisions and collection

the microphysical and electrical aspects of the cloud are dependent on the

ber and type of particle interactions. Riming ice particles grow by collection of
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ice particles and drops while the amount of electrification is dependent on

ber of separating ice-hail collisions. Therefore, the total number of collisions
cle undergoes and the amount of subsequent collection must be determined.
‘ number of collisions that larger particles have with a population of smaller
les is determined using a ”continuous collection” approach. This approach
es all large particles of the same size have the same number of interactions
pie, 1975). This is very similar to the Lagrangian depositional scheme de-
d above. Particles with diameters greater than D, collide with drops and
r ice particles. The number of collisions a particle has with the population of

r particles in a time step dt is:

Ncollisions = nsmall-[{ccdt (213)

Nsmai 18 the concentration of smaller particles and K, is the collision kernel.

study, the geometric collision kernel (K..) is used and is defined as

K..(d, D) = —(D + d)*|Av| (2.14)

4

e D and d are the diameters of the large and small particles and Av is the
nce in the particle fall velocities. Thus the number of collision is equal to the
r of small particles in the volume swept out by the large particle in a time dt.

he number of collections a particle has is the number of collisions times the
cy of sticking (E,;). The collecting particles retain the mean characteristics of

tarting category over each time step. After collection is complete, the particles
edistributed on the mass grid as described in the last section.

or drop-ice interactions, I assume all collisions result in collection (B = 1).
er, for ice-ice interactions, this assumption does not hold. Deshler and Vali

) estimated a collection efficiency of a few percent for dry growth regions. This
owth condition seems appropriate for our study since graupel sizes were in
llimeter range with moderate liquid water contents (£ 3.0 gm™3). On the

hand, Keith and Saunders (1989) estimated that 90% of the 1004 ice crystals

: ollected by their ’rimer’. However, it is not clear how to relate the long

rical geometry, and hence collection efficiencies, of the rimer to more spherical

es in clouds. Thus, there is a significant uncertainty in how to select the

tion efficiency. In this model, two assumptions are made. First, the largest
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‘~ particles do not collect other large riming particles. In other words, only
ticles with diameters less than a critical value (D) can be collected. The
r significance of D.;; is given in the electrification section below. The second
ption is that the ice-ice collection efficiency is a constant, independent of the
he ice crystal or riming particle. The sensitivity of the electrification to the
collection efficiency (E,;) is examined later.
the current version of the EM model, the large drop microphysical processes
yalescence, breakup) have been simplified or excluded. This was done because
“arge drop processes did not contribute in the cloud case (CCOPE July 19,
examined here. Aircraft observations found no drizzle-type precipitation even
 liquid water mixing ratios exceeded 4 g-kg™! (2.5 g-m~3 at 500 mb, T=-20°C)
t al., 1986). This can be attributed to the cold cloud base (~ 1°C), continental
oncentrations (600-800 cm™?%), and a narrow drop spectrum (¢ ~ 1.3u) (Jensen
1985). These observations lead Dye et al to suggest that graupel development
storm occurred primarily through the ice phase. Furthermore, the T model
orated the effect of drop concentration in the autoconversion formulation and
that an autoconversion threshold of 5.75 g-kg~'was needed to initiate rain
alescence in the July 19 case. Since the model mixing ratios never reached
kg™!, rain development through coalescence was not a significant process in
delled cloud. Because both observations and modelling efforts have indicated
balescence was not important in the July 19 storm, limiting the warm cloud
:es for this case study is justified. However, drop coalescence and other warm
processes will have to be added for future warm cloud based studies. As a
drop coalescence is currently approximated in the EM model as a simple
rop collection scheme which uses the same formulation as the ice collection
ed above. This drop-drop collection assumes a stick efficiency of unity and a

um collection diameter (analogous to D,) of 20 microns.

Ice formation

he non-inductive charge transfer process relies on ice-ice collisions for the

on of charges, proper description of the ice formation processes is important

ealistic representation. Primary nucleation is assumed to follow the empirical




ons of Fletcher (1962) where the ice nucleation concentration is given by
IN(cm™?) = qefTo-T) (2.15)

a (typically set to 1078 cm~3) and B are constants and 7T, is 273.16 K. Typ-
is set to 0.6; however, T used 8 = 0.5 for his base run. Entrainment of IN
centrations given by the Fletcher relation) occurs at cloud sides and at cloud

th subsequent upward and downward transport. Drop freezing is incorpo-

y assuming half of the activated IN are in drops. At -40°C, all drops freeze

re are other ice formation processes that I have not included here. Although
del does include a parameterization for the Hallett-Mossop ice multiplication
(Harris-Hobbs and Cooper, 1987), it has not been used in this case study since
ditions for this process (large drops in the -3°C to -8°C temperature range) are
esent in cumulus clouds in the CCOPE region (Mossop, 1978; Heymsfield et al.,
ye et al., 1986). Other modelling studies (Knight, 1990) of the July 19 storm
dicated that primary ice nucleation was sufficient to explain the observed ice
ntrations. Hobbs and Rangno (1985) have shown that clouds with relatively
tops can have considerably larger ice concentrations than those predicted by
ry ice nucleation. However, this ice enhancement is not observed in continental
onimbus, such as the CCOPE cloud I investigate here, so I have not attempted
meterization in this study. A final ice formation possibility also neglected is

particles from previous storms are entrained as a cloud grows through the

ebris (Ziegler et al., 1986).

lectrification equations

tioned before, the amount of electrification is dependent on the number of
ing collisions between small ice particles and larger graupel or hail particles.

et amount of charge added to a graupel particle colliding with a population of
ice crystals of diameter d is given by

AQ(d,D) = nymau(d)Kee(d, D)(1.0 — E,;)8q(d, D)
+ Qsmall(d)nicel(cc(CL D)Esi (216)

¢ is the charge transferred per collision to the larger particle and Q;.e(d) is

Tée per small ice particle. The first term is the charge transferred as a result




ounding collisions and the second term is the contribution of charge which was
small particles that were collected.

| a series of laboratory experiments on charge transfer in ice-hail collisions,
and Saunders (1989) obtained the results shown in Figure 2.3. For the small
fystals, the charge magnitude was proportional to d*, in agreement with the
nal results of Jayaratne et al. (1983). However, this dependence falls off for the
crystal sizes. Also, the magnitude of the positive charging to hail, which occurs
mperatures warmer than T, is larger than the negative charging magnitudes.
| these recent data, a parameterization of this charge mechanism was made that
ailar to that proposed by Gardiner et al. (1985). The charge (&q) transferred to

ge particle (diameter D) via collision with a small particle (diameter d) is
§q(d, D, lwe, T) = S(TYR(d, D, hwe)M(d, D, T) (2.17)

e § determines the sign of the charge transferred, R is a restriction function
as values of 0 or 1, and M is the magnitude of the charge transferred.

he sign function S is only a function of T and is given by

T<T,
T=T,
T>T,

1. is the reversal temperature and is set at -15°C.

e restriction function R determines whether or not the charge process is active
s given by

R(d, D, lwe) = 0(lwe — lwe,) 6(D — D,) 0(Deriz — d). (2.19)

9 is a step function: 6(x) = 0 for x < 0 and 6(x) = 1 otherwise. The first
tion is zero if the liquid water (lwc) falls below a critical value (lwe,) set
L gm™3. This function describes the liquid water dependence of the charge
nism. Since D, is the minimum diameter for riming particles, the second
tion states that the larger of the two particles must be undergoing riming.
role of the last § function is less obvious. The experiments with the charge
ation mechanism suggest the difference in the surface properties of the colliding
important for charge transfer (Baker et al., 1987; Baker and Dash, 1989).
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this assumption, colliding ice particles with similar surface properties may not
e much charge. However, this case has not been well defined by experiments.
re, the parameter D is used to distinguish the ’large’ particles which are
primarily by riming from the ’smaller’ particles growing by vapor deposition
apor deposition and riming. Particles with diameters less than D,,;; can be
d. Note that if D, is less D.,;, particles with diameters between D, and D
quire both positive and negative charge via collisions with larger particles and
particles. The effects of D..i; on the electrification will be discussed later.
magnitude of the charge transferred (M), in fC, is a parameterization of the

nd Saunders data and is given by

2.5

M(d,D,T) G(d,T) (2.20)

_ |f}_’i|
- K

Av (m/s) is the difference in the large and small particle fall velocities, & is a
t equal to 3.0 (m/s), and G ({C) is the piece-wise linear fit of the data shown

ure 2.3

Gi(d), T>T,

Gla.1) = G_(d), T<T.

(2.21)

10-698(g)3:8 | d < 133y
Gi(d) = ¢ 10733(d)212 | 133 < d < 435 (2.22)
10198(4)043 | 435 < 4

bes the positive hail charge behavior and

10—5.38(d)2.7 , d S 222”

_(d) =
() 107130(4)0%8 | 4 > 292

bes the negative hail charging. This parameterization provides a reasonable

Kimation to the Keith and Saunders (1989) curves for this non-inductive mech-

odel limitations and omissions

ntioned, some warm microphysical processes (coalescence, drop breakup) have
xcluded because they were not applicable to the cloud case examined in this

Next, snow and aggregate processes have been neglected. This could well be




reasonable assumption for this cloud case; however the incorporation of snow
he mass grid scheme would not be a straightforward process. Since one of the

of the model was simplicity, snow was approximated by setting the ice crystal

y to 0.1 g-cm™>. In order to generate realistic, time-dependent ice distributions,

odel domain extends from about the -1°C level to just below the maximum
top. I assume that only drops enter from below, during periods of updrafts,
hat their cloud base distribution is time independent. Thus the recycling of
itation from below the freezing level is assumed negligible. This assumption is
rted by observation and the model since the duration of the storm was short.
y, electrical effects like corona, lightning currents, and other phenomena are not
ered. Also, no parameterization for lightning is included since I am concerned
rily with the early electrical development of the storm. These simplifications
model, with the possible exception of the neglect of snow processes, generally

not affect the performance of the model, as applied to the case study.




Chapter 3

Base Case Description and EM Initialization

Jescription of CCOPE July 19 case study

s study I have used the Cooperative Convective Precipitation Experiment

OPE) July 19, 1981 southern Montana cloud case which has been well docu-
| (Gardiner et al., 1985; Dye et al., 1986). The cloud was a small, isolated
nimbus. At the onset of the experiment, cloud base was at 3.9 km (1°C) and
op at 6.5 km (-20°C). Two turrets grew out of the cloud top with the NE

inant. This dominant turret grew to a height of 10.5 km and subsequently
‘an anvil. The cloud had one intra-cloud discharge, as inferred by a sharp

uity in the sailplane horizontal electric field measurement (Dye et al., 1986).

ckground model

oned before, the temperature and velocity fields used for the kinematic case
scribed here are generated from the 1-1/2 dimensional, time-dependent, Eu-
ud model of T. This model was developed to examine the dynamical, ther-
mical, microphysical, and chemical processes within low shear, mid-latitude,
tal cumulus clouds. As mentioned in the last chapter, the model geometry
of an inner, outer, and environmental regions. Mixing occurs between the
d outer regions and between the outer region and the environment. The
ates are parameterized in terms of an eddy diffusivity that depends on the
bulence intensity and a buoyancy modified mixing length. Subcloud forcing
L of a pre-specified updraft at and below an input cloud base level in both

- and outer regions for a selected length of time. The height profile of the
elocity below cloud base was given by




2 and we are the cloud base height and vertical velocity values. Midway
the forcing, the inner region cloud base vertical velocity was multiplied by

T increased the inner region vertical velocity to reduce the cloud base
ment and produce a more adiabatic inner region updraft core. At and below
”‘a,se, the advected quantities were set to cloud base values and were fixed for
ire forcing time. When the forcing ended, the sub-cloud moisture and energy
tumed to the environmental values. To damp the initial discontinuity at cloud

i’e initial vertical velocify and moisture above cloud base were given by

(z=zp)]?
b radm]

we(z,t =0) = wcbe—[

=z ]?
QU(Z,t = O) = qs(z) e-.[b radm]

“bulk microphysics with four particle categories (cloud drops, precipitation,
nd graupel). The microphysical parameterization includes a Kessler (1969)
r autoconversion, a Cotton (1975) form for the collection, and the Cheng
modification of the Stephens (1979) forms of the ice phase. The model was
ely tested, using the CCOPE July 19, 1981 case (T).
Miles City sounding, which was closest to the storm in time and space, was
input to initialize the T model run from which the temperature and veloc-
s were computed. Figure 3.1 shows the vertical velocity field as a function
and height for the inner and outer regions. The figure time scale begins
; Increments every 60 seconds, and ends at 3545. The model cloud initially
bout 7.0 km (-20°C) and remained there for about 1000 seconds. Down-
evelop in the outer region, due to evaporative cooling and mass continuity
nts. At about the 2400 second mark, the cloud began a rapid growth. A
m updraft of 12 m/sec occurred at 2700 seconds, in good agreement with
ions. Once cloud top was reached the cloud began to subside. At 2700 sec-
€ sub-cloud forcing ended and downdrafts started in the lower portions of
d due to precipitation loading. Table 3.1 shows a summary of comparisons
servations (Dye et al. (1986)) with the results of the T model. Dynamically,
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gure 5.6: Ice nucleation concentrations (cm™3) vs. temperature for the four ice

cleation runs. Letters correspond to the runs defined in Table 5.4.
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After 3000 seconds, the total amount of negative charge in the inner regions stabilizes
s the cloud glaciates and then subsides. In the low ice runs, the charging is delayed.
However, charging continues until 3400 seconds when the cloud completely glaciates.
By the time the clouds have completely glaciated, the total negative charge in all the
uns is similar. Thus the primary difference in these runs is that the high IN runs
ntroduce more ice into the lower portions of the cloud earlier so these particles have
, longer exposure to the liquid water needed for charging.

In the kinematic framework of this model, the amount of water available above
20°C is dependent on the velocity profiles which are fixed. This would not be the
ase in a real cloud or a dynamical model in which microphysical feedbacks would

modify the velocity and vapor fields. Therefore, if the velocity fields in the EM model

ubsided before the full glaciation effects occurred, the amount of charging would be
diminished. This appears to be the case in the low EM ice nucleus concentration
:uns suggesting that these low IN runs may be underestimating the total amount of
charge separated. Thus the velocity fields themselves put constraints on the amount
f charging.

Besides the temporal aspects of the charging, the IN parameterization also deter-
mined the location of the main negative charge center. In the last chapter I showed
hat the location of the negative center was associated with the MPG interface.
[hese runs exhibited the same behavior. Figure 5.8 show the net charge deunsity

ofiles for each of these IN runs. Note that runs a and d, which have the lower IN
ncentrations, have higher negative charge centers than the high IN runs. This is
e to the lower level of glaciation in the high IN runs. Also, as suggested before,

e first occurrence of the 1 nC-m™2 contour appears earlier in the high IN runs.
3 Mixing

determine the effects of intra cloud mixing on the electrical development of the
odel cloud, the mixing constant (e, see Appendix A) was increased from 1/3 to
The primary effect of the increased mixing can be seen in the net charge density
ne-height profile (Figure 5.9). The main negative charge region is now between
1 and -28°C rather than above -28°C. The upper charge region still exists (due to
e freezing of drops) but it is dwarfed by the lower region. Thus it appears that

Xing established this main lower charge region as high concentrations of particles
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Table 5.5:

Mixing run summary

Maximum magnitudes for
dBZ. Quit (C) E, (kV-cm™1)
49.2 32.38 2.34
438  35.77 1.27

_were 'mixed’ there. The turbulent eddy mixing includes both vertical mixing between

_adjacent height levels and lateral mixing between the inner and outer region. Because

of the the strong inner region updraft, the inner region vertical eddy mixing could
ot mix these high concentrations of ice to the lower levels. Thus, the lower negative
harge center is primarily the result of higher concentrations of ice particles which
riginated at colder temperatures and were transported downward in the outer region
owndrafts. These higher concentrations of ice were then mixed back into the the
ower portions of the inner region by the lateral mixing (and entrainment). This result
upports the Dye et al. (1986) suggestion that the updraft/downdraft interface is
mportant in establishing the lower negative charge center.

Figure 5.10 shows the charge per particle at 3400 seconds and z = 5.8 km (T ~
15°C). Panel a shows the base run; the smallest particles carry positive charge and
he larger ones carry negative charge since charging primarily occurred above -15°C.

However, in the enhanced mixing run, there are three different groups of charge
arriers. As before, the largest particles carry negative charge from charge transfers
hich occurred at heights above -15°C. However, the 1.0 to 2.1 mm sized particles
re charged positive and the small particles (D < 1.0 mm) are negative. This implies
hat significant charging is occurring at temperatures warmer than -15°C. Thus the

mixing increases the concentrations of both large and small ice below the heights
elow the -15°C level. The enhanced mixing also causes the model cloud to glaciate
bout 300 seconds sooner than the base case cloud since more ice is introduced at

ower height earlier depleting the liquid water faster .

Table 5.5 shows a summary of the base and enhanced mixing runs. As indicated

Y the larger Qo value, the enhanced mixing case has slightly more charging than
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the base case. The E, in the enhanced mixing run is lower since the charge regions are
more diffuse thus giving lower net charge densities. Also, the maximum field strength
in the enhanced mixing run occurs approximately a minute later than in the base
run. The primary difference in these runs is that the location of the main negative
charge region is lower in the enhanced mixing case. Purely 1-dimensional models
(Ziegler et al. 1986) have higher negative charge centers since updraft-downdraft
mixing is neglected.

5.4 Stick efficiency - E,;

The ice-ice stick efficiency (E,;, section 2.3.3) was increased from 0.1 to 0.5 to de-
termine its impact on the electrification. The increase in E,; decreases the number
_ of separating ice-ice collisions about 44%. As a result, the maximum reflectivity in

the increased E,; case is slightly larger. The reduction in the electric field and total

negative charge values, by about 40 and 50% respectively, was due to the reduction

of the number of collisions. Thus this parameter is important in the electrification

_ process.

Table 5.6:

Stick efficiency Summary

Maximum magnitudes for

Parameters | dBZ. Quot(C) E (kV-cm™?)
E,;,=0.1 49.2 32.38 2.34
E,; =05 49.6 15.60 1.45

G




5.5 Drop distribution

Table 5.7 shows the maximum values for the reflectivity, electric field, and total
inner region negative charge for the runs in which the drop distribution was varied.
The monodisperse distribution assumed that the all drops entering at the base of
the model domain had the same size. The non-monodisperse distribution assumed
the drop distribution specified by equation 3.5. Since these two drop distributions
are different, the collection rates in the two runs would be different. However, as

shown in Table 5.7, I found little variation between the cases primarily because
the parameterization of the drop-ice interactions is simple (i.e. drop-ice collection
efficiency = 1.0) and the warm cloud processes are generally unimportant here. Thus

the effect of drop distributions is not important in the EM model electrification

process.

Table 5.7:

Drop distribution electrification summary

Parameter dBZ, Quxt(C) E (kV-cm™)
monodisperse 49.2 32.38 2.34
non-monodisperse | 49.0 31.98 2.31

L T e e e




5.6 Critical charge transfer diameter - D,

The critical charge transfer diameter (D,;;) was used to represent the different sur-
face types of the particles. Only particles D < D, colliding with larger riming
particles yielded charge separation. Table 5.8 shows a description and summary of
the runs done to examine the electrification dependence on D..;;. All the summary
values are very similar, indicating no strong dependence on D.,;;. Figure 5.11 shows
the magnitude of the charge density (p.) and mean charge per particle (¢.)) versus
diameter at the main charging level (Z=9.0 km). Note the curves are identical for
particle diameters up to 400u and above 2.0 mm. The main differences in the ¢,
and p. curves occur between the peaks in main charge carrying groups. Changes
in Dyt do not affect the main charge carrying groups. If D,,;; were below 400y, it
would begin to restrict collisions between the main groups of charge carriers, thus
substantially reducing the charging. However, pushing D,;; deep into the small par-
ticle diameters goes against the primary assumption in using the D.,;; parameter,
i.e., that D,.; distinguished between particle with different surfaces. With D_.; =
400y, the size at which ¢.(D) switches sign is about 0.9 mm. This cross-over diam-
eter occurs at the size where the amount of negative charge collected as a riming

particle overcomes the positive charge collected as a small crystal. Raising D..;

to 8004, shifts the sign cross-over diameter to about 1.2 mm since positive charg-
ing is permitted to larger diameter sizes (larger 6q). Finally, at D.,; = 1600y, the
cross-over diameter is 1.5 mm, less than D, itself. Because of the shape of the

particle spectrum, particle with D > 1.5 mm do not have enough collisions with the

Table 5.8:

D Tun summary

Maximum magnitude for
Dei (#) | dBZe  Quiot (C) E (kV-cm™?)
400 49.1 28.94 2.24
800 49.2 32.38 2.34
1600 49.3 33.75 2.36
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few bigger particles to overcome the charge gained through the collisions with many

smaller particles. Thus the particle distribution itself determines the cross-over point

s0 increasing D..;; above 16004 would result in little change in electrification.

5.7 Summary

The sensitivity tests discussed above have indicated which parameters or processes

are important to the electrification’of the EM model clouds, and why.

It was shown that the particle and electrical development depends strongly on the
choice of the ice crystal density via p.rys and riming diameter D,. Combinations
of these parameters which gave rapid particle growth to sizes greater than 200u

were able to produce strong electrification.

The electrification process was fairly insensitive to the choice for the p, (rime den-
sity) parameterization. Although the lightest density form gave higher reflec-

tivities, it produced Q¢ values lower than in the high density runs.

Reflectivity and E, were relatively insensitive to the ice nucleus concentrations.
However, increased ice concentrations increase overall charging and lower the

main negative charge center.

Increasing the intra-cloud turbulent mixing substantially lowered the main negative
charge center by laterally mixing higher concentrations of ice transported from

higher altitudes in the outer region into the updraft.

Increasing the ice-ice stick efficiency lowers the Q¢ and E, values proportionaﬂy.

 The D.,;; parameter and the initial drop distribution were not important parameters

in either the microphysical or electrical evolution of the model cloud.




Chapter 6

Discussion

6.1 Assessment of the role of the ice-hail non-inductive charge separation

mechanism In thunderstorm electrification.

One of the objectives of this study is to assess the importance of the ice-hail non-
inductive charge separation mechanism in thunderstorm electrification. In Chapter
4, I compared the EM model results to parameters measured in-situ (charge den-
sity, particle distributions) and with remotely-sensed quantities (reflectivity, electric
field). By and large, the primary parameter used in determining the importance for
electrification of a specific charge mechanism is the magnitude of the electric field.
Although the measurement of the electric field is subject to temporal and spatial
variations, lightning is initiated at fields strengths of 3-5 kV-cm™! (Latham, 1981).
Thus the occurrence of a discharge provides a reasonable indication that electric
fields of at least 3 kV-cm™! existed somewhere in the cloud. Therefore, one of the
primary questions in assessing the importance of a charge mechanism is whether
that charging mechanism can give rise to field strengths this magnitude to initiate
lightning in a realistic amount of time.
In the EM mode runs, shown in Chapter 4, the time development of the electric
field, given the initial cloud growth as the reference start time for the model, was in
good agreement with observation (i.e. Figure 4.13); The predicted maximum electric
field in the model occurred at about the same time as the observed discharge. There
Was enough charge separated, = 30 to 40 C in the inner region alone, to support
a single small discharge, even assuming a 30-50% efficiency of charge neutralization
(Winn and Byerley, 1975). None of the model runs produced an electric field of 3
kV-cm™! or more, but many of the runs had electric fields within a factor of two
of the breakdown field strengths. Since the typical electric field strength was of

_the same magnitude as required for lightning initiation, the ice-hail non-inductive

’ charge separation mechanism studied here does seem a possible primary charging

eEREEE TR




mechanism in thunderstorms similar to the July 19, 1981 cloud.

Since the model only approximates the actual cloud, it is necessary to consider
how the model results would be modified if the model were made more realistic.
The most important constraint imposed by the model is its geometry. There are two
main geometrical considerations : the symmetry and the horizontal coarse resolution.
Since the model has axial symmetry, shear effects are not addressable. Although the

actual cloud was weakly sheared, this shear was still enough to provide a directional

preference for the falling precipitafion, and hence downdrafts, from the upper regions

of the cloud. This shearing would cause precipitation to fall out of the updraft. One
possible consequence of this deficiency is that large particles in the model runs might
stay in water rich inner region too long and hence undergo excessive charging. Thus
would suggest the model is overestimating the charging and hence electric fields.
However, because of the large particle in the updraft efficiency collecting water,
this lack of shear may have been responsible for the early glaciation of the cloud
(T). Thus with updraft unloading of precipitation, liquid water would persist longer,
promoting a longer overall charging time. Also, precipitative falling from a sheared
updraft may promote more efficient separation of the charge regions, giving rise to
higher net charge densities.

The other main geometrical constraint is the coarse horizontal resolution. This
area-averaged approach smears out many details which may lead to increased charg-
ing. For example, the updraft/downdraft interface which could be a major area
of charging, as suggested by Dye et al. (1986), is crudely approximated by the in-
ner/outer region interaction. The size and extent of such a region would be important
to the charging process. Although the interface region would be smaller than the
inner region of the EM model, concentrations of particles might be locally higher
than the area-averaged concentrations in the model. The horizontal area averaging
also smears out possible pockets of charge which could give localized areas of high
fields.

Other non-geometrical considerations exist. Discharging effects, like screening
layers and ion capture, may be important but have not been included.

This model study is an examination of the the effectiveness of one particular
charging mechanism. Because of the simple nature of the model, it cannot defini-
tively determine whether this ice-hail non-inductive charge separation mechanism is

operating alone in thunderstorms. However, this study does suggest that the ice-
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hail non-inductive mechanism is likely to be important in the electrical evolution of

certain classes of thunderstorms.

6.2 Thunderstorm electrification.

In a study of 20 New Mexico storms, Dye et al. (1989) concluded (1) that electrifi-
cation is associated with vertical growth, (2) that electrification does not occur until
after the radar tops exceed 8 km (T < -20°C), and (3) that lightning is initiated
when the radar tops have exceeded 9.5 km (T < -30°C). From these observations,
and the model results, a picture of TS electrification can be formed. Cloud top must
reach temperatures below -20°C in order to have sufficient concentrations of small
ice particles to initiate the electrification. Vertical motions are required to transport
liquid water up to the colder temperatures to activate higher concentrations of ice.
Mixing then moves ice to lower portions of the cloud for further charging. In clouds
with cloud top temperatures warmer than -20°C, there are insufficient concentrations
of small ice available to separate large amounts of charge.

To test this, I ran the EM model using only the t=1500 second velocity profile.
Thus the cloud top height of this run never exceeded 7.6 km. The maximum value
for the reflectivity was 50 dBZ. while the maximum magnitude of the electric field
was 1.09%x1073 kV-cm™!, three orders of magnitude less than the base run. There
simply was not enough small ice for efficient charging in this simple model run. Since
relatively few ice particles can yield the high reflectivities, reflectivity alone, as Dye
et al. (1989) suggested, is not a good indicator of the electrical state of the cloud

These results suggest that enough ice is formed at temperatures below -30°C to
give rise to sufficient charging for lightning initiation. At these heights, charge will
separate across the MPG interface (as described in section 4.2.1) which need not
be a single surface. Also, turbulent transport will move ice particles to the lower
portions of the cloud. The MPG interface would likely be the region of highest

charging since only there would substantial concentrations of water, small and large

ice coexist. This MPG interface idea is also consistent with observations (Lhermitte

and Williams, 1985) that lightning initiation centers, and hence charging regions, are

located on the upper fringes of reflectivity core.

SR




Chapter 7

Conclusions and Final Remarks

7.1 Summary of this work ‘!

I have developed the kinematic (EM) model for examining the thunderstorm elec-
trification process. Temperature and velocity fields were pre-determined from the T

background model and used as input to the EM model. The model then calculated

vapor, drop, ice, and charge concentrations as functions of time and height. Since this

was a cold cloud base study, only deposition, collection, and primary glaciation were

examined. Despite the model simplicity, our results have shown satisfactory agree-
ment with the observed particle distributions, growth phase reflectivity profiles, and
liquid water contents for the July 19,1981 CCOPE cloud. The subsequent study of

the ice-hail charge separation mechanism resulted in the following conclusions:

e The model calculated a maximum electric field of 2.3 kV-cm™!, which occurred
at the same time as the observed discharge. This result suggests that this charge
transfer mechanism by itself might explain the primary electrical development

in this storm. Also, the time development of the electric field was consistent

i

with observations.

Significant charges on particles developed several minutes before the strongest

fields were observed which is consistent with observations.

The positive-over-negative dipole structure was evident, in all runs, and the

charge densities of each pole (> 1 nC-m™2) were consistent with observations.

The electrification was strongly dependent on the ice crystal characteristics.

Specifically, cases where the crystals grew to riming sizes (> 400u) fastest

charge most efficiently. However, the characteristics of the large riming ice only

had a minor influence on the charging. The electrification was not sensitive to
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charge transfer critical diameter (D) or the initial drop distribution. The

electrification was sensitive to ice-ice sticking efficiency (E,;) as predicted.

The location of the negative charge region was related to the interface between
mixed phase and completely glaciated (MP Q) parts of the cloud. The negative
charge center was typically just below or at MPG cloud interface and the
positive center was above the interface. The location of this MPG interface
was determined by the cloud microphysics and dynamics. Model runs which
had higher concentrations of ice at lower heights, via stronger eddy mixing or

increased IN concentrations, had lower charge centers.

7.2 Suggestions for future work

Because of the complex nature of thunderstorms and the number of assumptions and
simplification needed for modelling them, there is much room for improvements.

This thesis examined only one charge separation mechanism in one cloud case.

Although these results indicate that this mechanism could explain the electrification

process in this one cloud, other studies are required on different types of electrified
clouds to further test this mechanism. Furthermore, as laboratory experiments im-
prove and more information is obtained on this mechanism, further refinements to
the charge parameterization can be made.

Several model simplifications can be improved. For example, the assumption that
all ice particles are spheres is not truly realistic for the small ice particles. Other
more realistic shapes could be used instead. Also, size dependent modifications to
the ice-water and ice-ice stick efficiencies, for with the electrification is dependent,
should be done. This model currently describes only cold microphysical processes.
In order to examine other cloud cases, as suggested above, the microphysics must be
expanded to include warm cloud processes such as drop coalescence and drop break-
up. Expanding the microphysics to include snow would further aid in understanding
the electrification. Also, the temperature and the microphysics should be calculated
consistently to limit some of the thermodynamical/microphysical incompatibility
problems encountered in this model version.

As radar measurements of thunderstorms become better and much more read-

ily available, radar-derived wind fields will become more accessible. Since the EM
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model is already in a kinematic framework and was originally designed to be eas-
ily incorporated into different geometries, creating a 2-dimensional version would be
moderately easy. This would allow direct use of observed fields rather than those
provided by another model. Thus intensive field programs, like CCOPE, are neces-
sary for providing in-cloud and radar data by which modelers can use for comparison

and model evaluation..

Finally, with an increased number of different cloud runs, a climatology of thun-

derstorms may be attempted. The goals would be to understand which environmental

soundings are most likely to produce electrified storms and to predict the amount
of lightning activity. In doing this, the parameters important in the electrification

process can be further defined and understood.
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Appendix A

Derivation of Advective Equations.

The EM3 model uses generaﬁéed area-averaged equations which are similar to those
used by T, Asai and Kasahara (1967), and Yau (1980). The basic anelastic continuity

equation for a generalized density (p) in cylindrical coordinates is:

Jp 10 d

L -2 —_— =9 Al

5 T g (rew) + 5-(ew) = 5, (A1)
where S is the sink/source term. Mass continuity is found from equation A.l by
setting the source and time-dependent terms to zero and g equal to the base state

density (p,). Thus mass continuity is given by:

)+ 2 (pow) = 0. (A2

The above equations are then area-averaged by integrating:

J— 1 T
()i,o“_“ Ai,o o

where A is the cross-sectional area of the inner or outer region. The subscripts a and b

a,b
- ( )rdrdo (A.3)

are for the inner-outer boundary and the outer-environmental boundary, respectively.
Doing this gives the basic area-averaged advective equations for a generalized density

(o) in the inner region and outer region (with over-bars dropped) as:

do;  O(wig) ow; 2, ,, K
at ~ 0z %0 _a("‘“)“_a (wied) + e (A-4)

00, O(w.0,) Ow, a? ?iv_,
ot 0z e 0z + (e = a) (2 — a?) 0z
2a

a, .,
m(@a'ﬂ’)a - 5-(% 00') + Se. (A.5)

where w is the vertical air velocity for the vapor or the difference between the air

_|._

and fall velocity for particles. The densities at the inner-outer boundary and outer-

environment boundary are designated by g, and g3, respectively. Deviations from
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the mean are designated by primes. The terms on the rhs of equations A.4 and A.5
are the vertical advection, dynamic entrainment, lateral eddy flux, vertical eddy flux,
and a generalized source/sink term. The outer region/environment lateral eddy flux
term, which is not shown, has been set to zero in the model for simplification.

To close the above equations, the eddy flux terms and the dynamic entrainment
parameters (g4, 05) must be specified. Following T, the value of p, is either g; or
0o, as determined by the direction of the horizontal bulk flow (u,) between the inner
and outer regions: ’

0i, U 20

.= A6
¢ Qo Ug < 0. (A.6)

For pp, I used the flux-weighted form of Cotton (1975) based on the assumption that

air near the boundary is a mixture of cloudy and environmental air. Thus,

-Fla,tgo + Fupgo’u
Flat + Fup ’ Ub Z 0
0 = (A.T)
Flatgen'u + F‘u.psgou
Fla.t + Fu.p

, up <0

where Fi,; (= 27b uy dz) is the lateral flux, F,, (= 7(b* — a®)w,) is the vertical up-
stream flux, g, is the upstream density, and gen, is the environmental density.

Following T, the eddy mixing terms are calculated using a Smagorinsky (1963)
form of the eddy diffusivity and are given by

(wi'ei') = —K,(r
(0i'u')a = —K,(r
(wO’QoI) = —I{a(r = 0.5((1 _+. b))%s

kiA)?2
Kir=1z)= amat(—i\/-ﬁ)—w,ﬂ,:z (A.11)

and o, is a mixing constant (=1 or 1/3) used to examine the effects of mixing in the

model, o} is the Prandtl number (= 3.0), A is the averaging length, k; is a constant set

to 0.28, and | D;;| is the magnitude of the deformation tensor of an anelastic medium
and is evaluated at r=0, a, and 0.5(a+b) depending on the mixing term used. These
terms are identical to those used by T except that the buoyancy modification to A

was not done.




Appendix B

Crystal density determination.

The initial values for pcrys Was determined from two means. First, perys Was esti-
mated by determining the density needed to give a sphere the same radius as a plate
assuming that the plate and sphere had the same mass. Thus the dimensions of the

plate and sphere are related by

4
'é'ﬂ'Rspsphere =M= Wthpplute (Bl)

where R is the radius of the plate and sphere, h is the width of the plate, and psphere
and pyiate are the densities of the sphere and plates respectively. From the above

equation, the ratio of the sphere and plate densities is

Psphere _ i’_’*_
—_Ppla.te =15 (B.2)

Heymsfield (1972) found that h was related to R by

h = 0.449 (2R)***® (mm) (B.3)

for R < 0.2 mm. Substituting this equation into equation B.2, we get

Psphere _ (046 R (R in mm) (B.4)

Pplate

Heymsfield found the densities for pure plates is 0.9 g-cm™3. However, Heymsfield
also found plates with air in them which had a lower density of 0.6 g-cm™>. Table
B.1 show the results of equation B.4 for these two plate densities at different radius
values. The values range from 0.36 to 0.07 depending on the size and assumed pplate

value.




Table B.1:

Calculated ﬁ:*’—:‘—’f—‘- and densities assuming sphere
plate

with same radius as an equal mass plate.

Psphere

Eﬁii Pplate = 0.9 Pplate = 0.6

0.4 0.36 0.24
0.27 0.24 0.16
0.18 0.16 0.11
0.16 0.14 0.01
0.11 0.10 0.07

Secondly, T provides mass and diameter relations as given in equation B.5.

16.286(M,)*5 M, < 10-1°
D.=a(M,)? ={ 6.072(M,)°5 10-° < M, <1078 . (B.5)
1.585(M,)*47 M, > 10-8

where are units are in MKS. By assuming a spherical shape, a density can be found

by
D e = I (M (B.6)

Perys = —Ta
v aD? ol

With M, < 107! and M. > 10~3kg, the snow density is less than 0.1 g-cm™3.
Between 1071° < M, < 10~% the density ranges from 0.85 to 0.08 g-cm™3. For
example, at D, = 200 and 400y, p, = 0.2 and 0.12 g-cm™3 respectively. Inspection
of the T snow contents showed M, was typically greater than 10~® kg so the snow
density was typically below 0.1 g-cm™3.

Since the first argument suggest an ice density near 0.2 g-cm™2and the T argument

below 0.1 g-cm™2, I selected an initial ice density values of 0.1 g-cm™2.




Appendix C

Derivation of Z to Ze ice correction

From equation 4.2 which rélates the radar reflectivity to the power returned, the

reflectivity assuming an ice distribution (Z;) can be easily related to Z, by

T

C

2

ZJKi|? = = Zo|Ku|? (C.1)

where |K;|? and |K,|* are the complex index of refraction factors for ice and water
respectively. Since the particle distribution in the electrification model is readily
accessible, it is much more convenient to convert the model Z to Z.. Rewriting

equation C.1 to solve for Z., we find
(C.2)

It has been shown (Mason, 1957) that

w

2
K2 = ;’—’— |K.|? (C.3)

where p and p,, are the densities of the ice and water, and |K,|? is the complex index
of refraction factor of hypothetical ice with p,. By using the equations for |K;|?
(C.3), Z¢ from Z; (C.2) , and Z from the model distribution (4.1), the final equation
for Z. of the model is

" 5~ 2 (k) DS (C.4)

Ze(mod) = 1 Tapu)? &
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