Energetic Particle Precipitation Effects on the Electrodynamics of the Coupled
Magnetosphere-lonosphere-Atmosphere

Michael Kokorowski

A dissertation submitted in partial fulfillment of the requirements for the degree of

Doctor of Philosophy

University of Washington

2008

Program Authorized to Offer Degree:
Earth and Space Sciences






University of Washington
Graduate School

This is to certify that I have examined this copy of a doctoral dissertation by

Michael Kokorowski

and have found that it is complete and satisfactory in all respects, and that any and all
revisions required by the final examining committee have been made.

Chairs of the Supervisory Committee:

Robert Holzworth

Michael McCarthy
Reading Committee:

Robert Holzworth

Abram Jacobson

Michael McCarthy

Date:







In presenting this dissertation in partial fulfillment of the requirements for the
doctoral degree at the University of Washington, I agree that the Library shall make
its copies freely available for inspection. I further agree that extensive copying of this
dissertation is allowable only for scholarly purposes, consistent with “fair use” as
prescribed in the U.S. Copyright Law. Requests for copying or reproduction of this
dissertation may be referred to Proquest Information and Learning, 300 North Zeeb

Road, Ann Arbor, MI 48106-1346, or to the author.

Signature

Date







University of Washington

Abstract

Energetic Particle Precipitation Effects on the Electrodynamics of the Coupled
Magnetosphere-lonosphere-Atmosphere

Michael Kokorowski

Co-chairs of the Supervisory Committee:
Professor Robert Holzworth
Professor Michael McCarthy
Department of Earth and Space Sciences
In this study, electrodynamic effects on the coupled magnetosphere-ionosphere-
atmosphere during energetic particle precipitation events on January 20" and 21%,
2005 are discussed. The largest ground level event (GLE) since 1956 was observed
as a result of an extremely hard solar energetic particle (SEP) event on January 20"
Several bursts of relativistic electron precipitation (REP) were observed in
conjunction with a sudden storm commencement (SSC) the following day on
January 21%. As part of a campaign to study REP events, multiple MINIature
Spectrometer (MINIS) balloon payloads were flown in the stratosphere near 32 km
altitude from the South African National Antarctic Expedition (SANAE) IV.
Onboard instrumentation included an x-ray spectrometer to measure REP

bremmstrahlung as well as 3-axis double Langmuir dc electric field probes.

Coincident with SEP event onset on January 20™ a 20-fold increase in the local
stratospheric conductivity was measured at MINIS Flight 2 South. Additionally, the
total vector electric field vanished at SEP onset. A global, time-dependent
conductivity model based, in part, on the Sodankyld Ion Chemistry model, was
developed in order to explain the MINIS conductivity observation and describe the
effects of SEP precipitation on the larger polar ionosphere and atmosphere. There is
good agreement, within the measurement error, between the conductivity model
output for the January 20", 2005 SEP event and the MINIS observations. According

to model results, there was a peak enhancement near 45 km that increased the






collisional conductivity 150-fold. Above, 80 km altitude, there was no significant
enhancement and also no perturbation to ionospheric potential difference sources due
to SEP-ionization. The vanishing horizontal electric fields appear to be related to
other physical mechanisms perturbing the ionosphere or SEP-ionization near lower-
altitude potential difference sources. The vertical dc electric field decrease is

consistent with shorting the global electric circuit (GEC) fair-weather return field.

Bursts of REP x-rays were observed at MINIS balloons in conjunction with two SSC
impulses on January 21%, 2005. Coincident with both impulses, simultaneous REP
bursts were observed, including the first simultaneous multi-point REP
measurements in conjugate hemispheres (with the first impulse). Additional REP
bursts were observed that were not coincident with any measured impulse. A
correlation study during this two and a half hour bursty period was done comparing
the x-ray and horizontal dc electric field observations at the two southern MINIS
balloons. There was a moderate, statistically significant correlation between the
horizontal electric field observations and only a small statistically significant
correlation between x-ray light curve counts at the two payloads (electric field
magnitude: R = 0.68; x-ray: R = 0.26). The general scale size of REP regions was
determined to be A) smaller than the scale size of the electric field and B) smaller

than the 660 km balloon separation.
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1 Introduction

1.1 Broad Research Question: How Does Energetic Particle Precipitation
Affect the Coupled Magnetosphere-lonosphere-Atmosphere?

Energetic particle precipitation causes a wide range of effects on the near-earth electrical
environment. This thesis deals with multiple topics that are directly related to
precipitation and its resultant electrodynamic effects. By particle precipitation, we
literally mean the “raining down” of charged particles, mainly electrons and protons. The
most well known example of particle precipitation is the visible aurora caused by
comparatively low energy electrons. In this dissertation, we focus on more energetic
particles, which influence the near-earth system differently than visible aurora.
Specifically, we focus on solar energetic protons and relativistic electrons. The “near-
earth electrical system” refers to the electrical circuit that couples the collisional
atmosphere, the ionosphere and the magnetosphere. These regions form a connected
circuit through which current can flow. We utilize experimental data from satellites,
ground-based instrumentation and the primary MINIature Spectrometer (MINIS) Balloon
Campaign to explore effects of energetic particle precipitation. Additionally, we use
theoretical modeling techniques from several well-established models as well as the
Sodankyld Ton Chemistry (SIC) model. The SIC model has been successfully applied to
atmospheric chemistry, but has only recently begun to be applied to atmospheric

electrodynamics and space physics.

With this combination of experimental and theoretical work, all of our particular research
goals fall under a fundamental overarching question: how does energetic particle
precipitation affect the coupled magnetosphere-ionosphere-atmosphere? Within this
theme, we explore: A) the function of experimental instrumentation used to collect data;
B) new techniques for theoretical conductivity modeling; and C) direct precipitation

effects on specific elements of this coupled circuit.



The MINIS campaign made electric field observations on January 20™, 2005, during the
hardest solar energetic particle (SEP) event in more than 50 years. The total dc electric
field vanished coincidently with the SEP event onset, which has never been observed
before. One day later, multiple MINIS balloons observed x-rays from simultaneous MeV
relativistic electron precipitation (REP) events as well as associated dc electric fields.
Never before has there been multi-point simultaneous REP observations in opposite
hemispheres. There is evidence for perturbed vertical dc electric field and x-ray data
during the SEP event on January 20" 2005. We have developed a time-dependent
conductivity model, which can include the effects of SEP-induced ionization in the
ionosphere and collisional atmosphere. Combining our MINIS electric field data, satellite
electron flux data and our new conductivity model, we find that SEP proton precipitation
cannot account for the observed horizontal dc electric field decrease, assuming it was
caused by increased ionospheric conductivity. We determine that there is only a small
statistically significant correlation between REP x-ray observations at the two southern
MINIS balloons (separated by 660 km in the afternoon of January 21%) and a moderate
horizontal dc electric field correlation. We show that there is no one-to-one connection
between REP and electric field magnitude and direction. However, we assert that
horizontal dc electric field data are useful in helping to constrain possible precipitation

mechanisms.

1.2 Motivation: Why Study Energetic Particle Precipitation?

1.2.1 Fundamental Geophysics
In this thesis, we focus on two distinct types of energetic particles: A) solar energetic

particles (SEPs); and B) relativistic electrons. We address a set of fundamental

geophysics questions for each type as outlined below.

A) Solar Energetic Particles:



1) Why does the local conductivity increase in the polar stratosphere coincidently
with an SEP event onset? What physical mechanisms are responsible? How does
the conductivity change at other altitudes? How would altered conductivity affect

the larger coupled atmosphere-ionosphere-magnetosphere circuit?

2) Do SEP events alter the current density in the polar caps? What implications

might this have for the larger global electric circuit?

B) Relativistic Electrons:
1) What are the temporal and spatial scale sizes of REP events? Are
magnetospheric electric fields responsible for moving trapped radiation belt

electrons to spatial regions where precipitation occurs?

2) Do REP events cause enhancements in ionospheric conductivity, which then have

an effect on the larger coupled circuit?

3) What mechanisms are responsible for REP?

1.2.2 Practical Applications

Aside from fundamental geophysical reasons for studying energetic particle precipitation,
there are several similarly compelling and practical reasons for understanding both SEP
and REP events. SEP events have been observed to cause polar cap absorption (PCA),
during which high-frequency radio waves that normally propagate through the ionosphere
become absorbed [Bailey, 1964]. This can cause communication outages, especially in
isolated polar regions. Specifically, GPS signals and airplane avionics can suffer from
outages [Jones et al., 2005]. Any time a large amount of energy is placed into the

atmosphere, the chemistry can be affected. SEP events have been shown to cause
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fluctuations in ozone and NO, as well as many other chemical species [Jackman et al.,
2005a; Jackman et al., 2005b; Verronen et al., 2005; Seppdld et al., 2006]. SEPs have also
been pointed to as the cause of satellite malfunctions and data anomalies [lucci et al.,
2006]. Similarly, relativistic electrons also affect atmospheric chemistry and spacecraft in
earth orbit. Unlike solar energetic protons, energetic radiation belt electrons can remain
stably trapped for long periods of time, making them a near-constant concern.
Relativistic electrons have gained the nickname “killer electrons” because of their ability
to cause both hard and soft errors in satellite electronics [Frederickson et al., 1992;
Wrenn, 1995; Balcewicz et al., 1998]. Effects of REP on atmospheric chemistry include,
but are not limited to, winter ozone fluctuations [Seppdld et al., 2007, Wissing et al.,
2008]. Both SEP and REP events are important in understanding the natural variability of
atmospheric chemical constituents important for current global climate modeling efforts

[Randall et al., 2007].

1.3 Coupled Solar Wind-Magnetosphere-lonosphere System

The solar wind, magnetosphere and ionosphere are coupled through currents and force
balances. In this section, we briefly present an overview of the solar wind and the
classical picture of bulk plasma motion in the magnetosphere, focusing on the innermost
sections. We then connect the magnetosphere to the inner boundary, the ionosphere.
Finally, we describe basic solar wind forcing mechanisms to provide a geomagnetic
context for energetic particle precipitation measurements and discussions within this

thesis.

1.3.1 The Dynamic Solar Wind

The solar wind is a constant, yet dynamic, stream of particles with an imbedded magnetic
field that flows from the solar corona. The charged particles are primarily electrons and
protons with a few percent of helium ions. The sun’s magnetic field, as it permeates the
solar system, is called the interplanetary magnetic field (IMF). Charged particles are

often trapped on magnetic field lines due to the Lorentz force,
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F=q(E +ixB). -1
Here, F is the force on a particle with charge ¢ moving with a velocity u in the presence
of an electric field E and magnetic field B. At the earth, the solar wind density is often
between 3-20 particles cm™ and the velocity ranges between 300 — 900 km s”'. The IMF
has a dynamic orientation and often ranges in magnitude between 1 - 30 nT. Of course, all
of these values vary on times scales ranging from minutes to years. Extreme events will

lead to solar wind properties that are beyond the nominal ranges stated above.

1.3.2 Magnetosphere-lonosphere Electrical Coupling

The coupled magnetosphere-ionosphere is a complex system connected through electric
and magnetic fields as well as flowing currents. Figure 1.3.1 shows a typical overview
picture of the magnetosphere in which many boundaries, currents and plasma regions are
shown. Solar wind particles and magnetic field, represented on the left-hand-side by a set
of arrows, are the dominant external drivers for the system. The ionosphere is the inner
conducting boundary that separates the earth from the magnetosphere. We discuss
electrical coupling by summarizing how bulk magnetospheric plasma motion supports

currents that flow through the ionosphere as well as large-scale ionospheric electric fields.

Figure 1.3.2 shows a noon-midnight meridian schematic of the Dungey cycle, an idealized
description of plasma motion in the magnetosphere during times of southward IMF
known as magnetospheric convection [Dungey, 1961]. A similar but slightly more
complicated picture can be drawn for instances of northward IMF. The dark arrows
indicate the motion of plasma and imbedded magnetic field. The anti-sunward plasma
motion over the polar caps and outside the magnetosphere is a direct result of the flowing
solar wind. Inside the magnetosphere, the cold bulk plasma moves sunward. From
Equation (1-1), there is no magnetic force acting on charged particles moving along
magnetic field lines. Therefore, magnetic field lines are excellent conductors that can often

be considered equipotentials. Magnetospheric convection described by the Dungey cycle
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Figure 1.3.1 The basic schematic of the magnetosphere. We focus on the field-aligned currents (FACs),
plasmasphere and the trapped radiation belt particles. [Adapted from Parks, 1991]

- LINE OF FORCE
== DIRECTION OF FLOW

Figure 1.3.2 The classic Dungy cycle. The large arrows depict bulk plasma motion in the magnetosphere
for southward IMF. [Adapted from Dungey, 1961]
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Figure 1.3.3 Idealized plasma motion and electric field in the polar ionosphere. The black contours
represent the bulk plasma motion and lines of equipotential. The pink arrows show large-scale electric
field vectors. [Adapted from Spiro et al., 1978].

can be projected along conducting magnetic field lines into the polar ionosphere. Figure
1.3.3 shows an idealized example of magnetospheric convection mapped into the
ionosphere. The black arrows show the bulk plasma motion in two convection cells and
pink arrows show electric field vectors. The black flow contours can also be considered
equipotentials because the principle driver of this motion is E x B drift. E xB drift
velocity is orthogonal to the electric and magnetic field vectors and is given by the
following equation:

- ExB
Upp = ? (1'2)

Additional drifts that are not represented in the idealized case of Figure 1.3.3 include
magnetic field curvature and gradient drifts. Curvature and gradient drift velocities are

given by the following equations:
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Figure 1.3.4 Depiction of where the Region 1 and 2 field aligned currents flow into and out of the polar
ionosphere. The pink arrows show where the currents close in the ionosphere. [Adapted from /lijima and
Potemra, 1978.]

o (1-3)

(1-4)

Here, m is the mass of the charged particle, g is the particle charge and v, and v, are the
perpendicular and parallel components of the particle velocity with respect to the
magnetic field direction. These additional drift terms preferentially affect more energetic

charged particles near the earth where VB can become large.

The large-scale electric fields shown in Figure 1.3.3 also support currents that flow from
the magnetosphere into the ionosphere (and back out again). A representation of the
ionospheric footprint of these currents, called Field-Aligned Currents (FACs), is shown
in Figure 1.3.4 from lijima and Potemra [1978]. The spatial distribution of polar FACs

as they flow into the ionosphere for geomagnetically quiet (a) and active (b) periods are



shown. The solid and light contours show where current flows into and away from the
ionosphere, respectively. The pink arrows are some of the same large-scale electric fields
as shown in Figure 1.3.3. Once current flows into the ionosphere, the electric field drives
the current through the conducting medium of the ionosphere according to Ohm’s law,

J =GE. (1-5)

Here, J is the current density and O is the tenser conductivity.

All of the parameters that describe the magnetosphere and ionosphere have some role to
play when identifying the coupling between the two regions. From the summary above,
we see that large-scale potential differences in the ionosphere are directly linked to the
currents flowing through the magnetosphere-ionosphere as well as the bulk motion of

magnetospheric plasma.

1.3.3 The Plasmasphere

The cold, dense region of plasma that corotates with the earth is called the plasmasphere.
The plasmasphere occupies a doughnut-shaped region which extends from the earth up to
~5 earth radii at the equator. A useful parameter for describing particle dynamics in the
magnetosphere, especially energetic particle orbits, is the Mcllwain L parameter. This
parameter defines the magnetic field shell, which crosses the equatorial magnetosphere at
a given distance [Mcllwain, 1961]. For a dipole field, L is given in Parks [1991] by the

following expression:

1

L= %M’ (1-6)
4nB,

M is the dipole magnetic moment, u, is the magnetic permeability of free space and B, is
the equatorial dipole field strength. This approximation is valid for the inner
magnetosphere during most geomagnetic conditions. However, like most of the

magnetosphere, the extent of the plasmasphere varies dramatically. The outer edge of the
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Figure 1.3.5 H' number density for several crossings of the plasmapause. [Adapted from Chappell et al.,
1970.]

plasmasphere has been observed to vary with geomagnetic activity. Figure 1.3.5 shows
plasma number density as a function of L-shell. The density drops sharply at the edge of
the plasmasphere, which is called the plasmapause. Magnetic activity is gauged by the
Kp index, which ranges from extreme geomagnetic quiet (0-1) to active (9). Kp is
calculated by measuring the deviation from quiet conditions in ground-based
magnetometers. This means that there will often be a plasmaspheric bulge on the dusk

side where sunward convection stagnates.

During times of enhanced geomagnetic activity, the equipotentials near the earth
essentially compress, changing the plasmapause boundary. The plasmasphere shrinks
when the convection electric field dominates over the corotation field, and the formerly
trapped plasmasphere particles convect sunward. This convecting plasma is called a

plasmaspheric plume. A review by Goldstein and Sandel [2005a] describes the current
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state of our understanding of plasmaspheric dynamics associated with plume formation
and erosion. Of particular interest, Goldstein et al. [2005] showed that there is a direct
relationship between the plasmapause and the inner edge of outer radiation belt. Table 1-

1 gives characteristic parameter values for the plasmasphere and outer radiation belt.

1.3.4 The Radiation Belts

Stably trapped energetic particles in the magnetosphere form the radiation belts. Due to
the Lorentz force, charged particles are free to easily move along magnetic field lines. In
the presence of an additional external force, particles can guiding center drift
perpendicularly to the magnetic field as well. Bounce motion is an additional type of
motion that keeps the energetic particles stably trapped as they move along the magnetic
field line toward the earth (and not necessarily continue into the atmosphere). Bounce
motion is a result of conservation of magnetic moment in converging (and diverging)
magnetic field structures. The force is given by

FH =-uVv,B; _ 1 mv;
T2

-7

Here, u 1s the magnetic moment, B is the magnetic field and v, is the velocity component
perpendicular to the magnetic field. The force is anti-parallel to the magnetic field
convergence and is proportional to the magnetic moment and the gradient of the magnetic
field. The force always acts on the particle and can eventually cause the particle to
bounce or mirror. In essence, the diverging/converging magnetic field lines form a magnetic
bottle that traps the energetic particles. Energy is conserved during bounce motion such

that the velocity vector keeps a constant magnitude ((vi + vnz) = const.) even though the

individual velocity components themselves change.

There are two sections of the radiation belt called the inner and outer belts. The inner belt
extends to about L = 2.5 and 1s composed of very energetic (> 30 MeV) protons created

by a process called cosmic ray albedo neutron decay (CRAND). Inner belt dynamics are
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Table 1-1 Properties of the outer radiation belt and the plasmasphere. [From Prélss, 2004]

Tons
Energy

Electrons
L shell

Field Line Footprints

Particle Density/Flux
Composition
Particle Motion

Source Region

Formation Process

Loss Process

Particle Population

Outer Radiation Belt
1 - 200 keV

<10 keV
3<L<6
middle and higher
latitudes
<10°m’

H*, O, He*, e
gyration bouncing drift
plasma sheet,
ionosphere
particle transport &
acceleration
charge exchange, pitch
angle diffusion into loss

Plasmasphere
< 1eV (~5000 K)

1.2<L <5
low and middle latitudes

> 10° m™
HY, e
gyration corotation
ionosphere

charge exchange &
transport

transport & charge
exchange, convection

cone

beyond the scope of this dissertation. We focus only on processes involving the outer
belt. The outer belt ranges from approximately L = 3 to L = 6. There is a slot between
the two radiation belt regions which is principally a result of atmospheric precipitation
driven by coulomb collisions, plasmaspheric hiss, lightning-generated whistlers and man-
made VLF transmissions [Clilverd et al., 2008]. We discuss specifics of outer belt

sources and sinks in subsequent sections. Table 1-1 summarizes some outer belt

properties.

1.3.5 Variable Solar Wind Forcing

As mentioned previously, activity levels in the magnetosphere may be “quiet” or
“active.” Here we briefly describe what we mean by these terms and describe the basic
changes in the magnetosphere between quiet and active periods. The main driver of
geomagnetic activity is the variable solar wind, particularly, the z-component of the solar
wind IMF (the north-south component). As we shown in Figure 1.3.2, the plasma
motion in the magnetosphere begins when the IMF turns southward. This allows for an

“open” magnetosphere, where the IMF and geomagnetic field are aligned over the polar
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caps and anti-aligned at the sub-solar dayside. Since charged particles can easily move
along magnetic field lines, and open magnetosphere allows for large amounts of streaming
solar wind particles to enter the magnetosphere over the polar caps and in the
magnetotail. Thus, the entire plasma motion becomes enhanced or “active.” More
plasma convects earthward from the tail. During active times with sustained periods of
Southward IMF, the large-scale potential differences across the polar ionosphere can
reach 250 kV or more. Conversely, during quiet times, the same large-scale potential

difference drops to near 20 kV [Wygant et al., 1983].

1.4 Solar Energetic Particles

In this section, we describe solar energetic particles (SEPs) and briefly present their
acceleration mechanism, motion within the earth’s magnetosphere and finally

precipitation into the polar caps.

1.4.1 SEPs, Solar Flares and Coronal Mass Ejections

SEPs are very energetic ions and electrons with energies between 1 -1000 MeV and
beyond. They are created in conjunction with solar flares and coronal mass ejections
(CMEs). Thus, SEP events are intermittent, unlike the constantly flowing solar wind.
SEP events were first observed as enhancements of ground-based ion chamber counts
coincident with solar flares in 1942 before CMEs were known to exist [Forbush, 1946].
Solar flares are sudden brightening of small regions of the solar surface, which last for
minutes to hours. Flares are often emitted from long-lived sunspots, visibly dark regions
of intense magnetic field on the sun’s surface. The coincidence of solar flares and SEP
events was the primary reason that the solar flares were thought to cause charged particle
acceleration. Type III radio bursts can be directly tied to 10-100 keV electrons streaming
out of the solar corona during solar flares [Wild et al., 1963]. However, type Il radio
bursts are connected to a shock wave moving through the solar system, not part of the
solar flare. This suggests that not all particle acceleration occurs at the sun’s surface in

conjunction with the solar flare itself [Wild et al., 1963]. After CMEs were discovered, a



14

strong correlation between large, energetic SEP proton events and CMEs (96%) was
found [Kahler et al., 1984]. Currently, it is believed that SEPs are generated at the solar
surface, but the more energetic protons are accelerated in CME shocks. The specific
acceleration mechanisms are not universally accepted. A review by Reames [1999] states
that there are two identified mechanisms that dominate very energetic particle
populations:

1) Stochastic acceleration, involving resonant wave-particle interactions
that transfer energy from waves to particles. This occurs in regions of
high magnetic field, low-p plasma with high Alfvén speeds, notably the
terrestrial aurorae and solar flares.

2) Shock acceleration that occurs in relatively high- plasma, including
planetary bow shocks, CME-driven shocks, CIR shocks, the
heliospheric termination shock, and even supernova shocks. [Reames,
1999; p 474.]

These mechanisms are not specific to SEP events, but both types apply to SEP

acceleration processes.

1.4.2 Dynamic Energetic Proton Motion within the Earth’s Magnetosphere
SEP protons, although very energetic, are still loosely bound to the IMF. The gyroradius

of a 100 MeV proton in a 10 nT magnetic field is approximately 5 earth radii (R.). Thus,
SEP protons can stream “along” magnetic field lines toward earth. However, once they
reach earth, the SEP distribution is nearly isotropic and not directional like the solar wind.
Therefore, we say the SEPs are loosely bound to the IMF. At earth, the magnetosphere
is not much larger than the SEP proton gyroradius in interplanetary space. At the edge of
the magnetosphere, the geomagnetic field is the same order of magnitude as the IMF.
However, the earth’s dipole magnetic field falls off as 1/r°, making the field strength near
earth much larger. The gyroradius of the same 100 MeV proton at 3 R, in the magnetic
equator is about 20 km. SEP protons cannot penetrate straight through the equatorial
magnetosphere. They can, however, easily enter along the magnetic lines of force to the

polar regions. Thus, due to the dipole-like magnetic geometry, all SEP protons that enter
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Figure 1.4.1 An example Stermer orbit for a single proton with energy of 1.06 GeV. [From Hargreaves,
1992 after McCracken, 1962.]

the magnetosphere will either ultimately leave the system or precipitate into the polar
regions. The paths the SEPs take are called Stermer orbits. SEP electrons, on the other
hand, do not undergo the same kind of motions that SEP protons do because they are
more tightly bound to magnetic field lines. For example, a 10 MeV electron would have a
20 km gyroradius at 10 R.. This electron would not penetrate nearly as deep into the
magnetosphere and would not undergo the same Stemer orbits as a heavier proton
[Vampola, 1969]. Figure 1.4.1 shows one particular Stemer orbit for a 1.06 GeV proton.
Protons with more energy have the ability to precipitate closer to the equator than those
with less energy. A useful quantity used to discuss the region where a particular particle

can precipitate is called rigidity, and is defined as

Pc
ze

) (1-8)

where P is the particle momentum, c is the speed of light, z is the atomic number and e is
a positive unit charge. Contours that roughly trace lines of magnetic latitude define
rigidity cutoffs. Depending on a particle’s individual rigidity, it has the possibility to
precipitate anywhere pole-ward of its rigidity cutoff. Hargreaves [1992] describes
rigidity cutoffs as a function of magnetic latitude of a dipole, A, .

R.=1.49x10" cos* A, 1-9)
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Proton Cutoff Energies at 100km altitude: Kp=4 Proton Cutoff Energies at 100km altitude: Kp=4

Figure 1.4.2 Rigidity cutoffs determined by a model developed by [Rodger, et al., 2006]. Particles with
rigidities labeled on the contours can precipitate anywhere poleward of the cutoffs.

In practice, rigidity cutoffs are not easy to predict for a particular SEP event. This is
because SEP particles move through a large part of the magnetosphere and are subject to
deviations from an ideal dipole at every moment. Very accurate models of the entire
dynamic magnetosphere are required for predictions. One such rigidity model does exist
[Smart and Shea, 2001]. Additionally, Rodger et al. [2006] have developed another
model, which also predicts rigidity cutoff values and uses Kp as a proxy for geomagnetic
perturbation. Figure 1.4.2 shows several rigidity cutoffs plotted over the northern and

southern polar regions for moderate geomagnetic activity (Kp = 4).

1.4.3 Energetic Proton Precipitation in the Polar Caps

Once SEP protons get funneled into the polar cap regions, many precipitate into the
atmosphere. Essentially all of the incident SEP energy is lost to collisions with neutrals.
When a single proton precipitates, it leaves a trail of ionization behind it. During an SEP
event, where large fluxes (> 10° protons cm™ s str'') of > 1 MeV protons precipitate for
multiple hours, enhanced ionization can be significant. Assuming a constant 10* (protons
em? 57! str!) flux of 10 MeV protons lasting for three hours covering the entire polar cap,

~10" joules of energy will be deposited into the atmosphere of each polar region. In
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Chapter 3, we discuss in more detail how this ionization affects atmosphere-ionosphere
conductivity. Ionization enhancement in the D-region can cause the absorption and
reflection of electromagnetic signals, which can normally travel through the ionosphere.
Numerous studies have correlated SEP events and radio absorption [e.g., Stoker, 1995;
Patterson et al., 2001; Kavanagh et al., 2004]. We discuss observations of dc electric
field during SEP events in Chapter 4 and Chapter 5. Each SEP event has different
incident SEP spectra, duration and rise time. Additionally, the geomagnetic activity is not
the same for each event. Therefore, the effects from each SEP events can be quite

different.

1.5 Relativistic Electrons

In this section we discuss energetic electrons (> 100 keV), which populate the outer
radiation belt. Although relativistic electrons can be stably trapped in the radiation belt
for long periods of time, flux rates are extremely dynamic especially during
geomagnetically active periods. Reeves et al. [2003] showed that magnetic storms have a
50% chance of increasing the net energetic electron flux in the outer radiation belt and 25%
chance to reduce the flux or have no net affect at all. Since this result cannot be easily
explained, the balance between storm-induced energetic electron source and loss
mechanisms is currently ambiguous. Understanding their source and loss mechanisms is

vitally important to predicting time-dependent electron flux.

1.5.1 Electron Acceleration

It is believed that electrons can become accelerated up to MeV energies primarily through
two types of processes: 1) radial diffusion [e.g., Fujimoto and Nishida, 1990; Hudson et
al., 2001; Elkington et al., 2003]; and 2) wave-particle interactions [e.g., Thorne et al.,
2005; Summers et al., 2007a]. Electrons can be accelerated through radial diffusion by
adiabatically moving into a region of enhanced magnetic field while conserving magnetic
moment, u (Equation (1-7)). If magnetic moment is conserved, the electron kinetic energy

due to velocity perpendicular to the magnetic field direction is proportional to the
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magnetic field strength.  Several processes have been proposed for -effectively
transporting electrons inward. One such mechanism involves ultra low frequency (ULF)
waves in resonance with electron drift velocities moving around a distorted dipole
magnetic field [Hudson et al., 2001; Elkington et al., 2003]. The other popular idea
involves solar wind electron recirculation in the magnetosphere, whereby solar wind
electrons enter the magnetotail and drift earthward to low L shells (lower than the outer
radiation belt region). Once accelerated, wave-particle interactions could scatter the

electrons to higher L-shells with minimal energy loss [Nishida, 1976, Baker et al., 1989].

The other proposed acceleration mechanisms are resonant wave-particle interactions. In

order to efficiently exchange energy with particles, waves must satisfy the gyro-resonance

condition
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Figure 1.5.1 An example of available phase space transitions for energetic electrons at L =4.5. The dotted
lines represent electrons at 603, 188, 63, 29 and 10 keV. The bold lines are the resonant diffusion surfaces.
[From Horne and Thorne, 2003].
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1
w -k, =n—QS; y=(1—v—z) 2. (1-10)
% c
Here w is the wave angular frequency, k| is the wave vector parallel to the magnetic field
line, v, is the particle velocity along the field line, # is an integer harmonic number, £ is
the particle gyrofrequency and y is the Lorentz factor. When the resonance condition is
met, particles can move along defined contours in phase space. Figure 1.5.1 shows one
example of possible contours particles may move along when interacting with equatorial
chorus plasma wave bands. The solid lines mark the allowable electron motion. Particles
can both gain and lose energy through gyroresonant interactions with plasma waves.
Depending on the particular conditions (e.g., particle energy, particle population
distribution), energy transfer to electrons can be more preferential than energy transfer to

the wave. A full review of electron acceleration mechanisms has been performed by

Friedel et al. [2002].

1.5.2 Precipitation as a Loss Mechanism

Once in the outer radiation belt, relativistic electrons remain there until they are lost either
to the magnetopause or to the atmosphere through precipitation. Losses to the
magnetopause can occur when the magnetosphere compresses, moving the electron drift
path such that it crosses the magnetopause [Li et al., 1997]. Additionally, outward radial
diffusion can propagate magnetopause loss even to inner L-shells [Shprits et al., 2006]. In
this thesis, we focus on loss to the atmosphere thorough relativistic electron precipitation

(REP..

Trapped relativistic electrons in the radiation belt are constantly bouncing along magnetic
field lines due to the force applied to a charged particle moving in a diverging magnetic
field (Equation (1-7)). Each electron has a pitch angle, , defined by

v, =vsina 1-11)

where v, is the component of the particle velocity perpendicular to the magnetic field
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vector. Since magnetic moment is conserved, we can write the following equality, which
includes pitch angle and magnetic field:

sin“a, sin’a,
Bl B2

(1-12)

The subscripts denote the pitch angle and magnetic field strength at two different
locations for one specific particle. We can calculate the magnetic field at the mirror point
(i.e., point where the electron reverses its field-aligned direction) by setting the pitch angle
at one of the locations in Equation (1-12) to 90° such that the following equation holds

true:

)
SiIn o0 =——. -
B (1-13)

m

Here, B,, is the magnetic field magnitude at the mirror point. « and B are the pitch angle

loss cone = d§2

Figure 1.5.2 Schematic of the loss cone. All of the particles that fall into the loss cone are precipitated
into (lost to) the atmosphere. Particles outside the loss cone are stably trapped.
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Table 1-2 Summary mechanisms thought to be responsible for REP.

Energy Local Time L-Shell
Generally . .
Current sheet scattering””* ; ; ; ; High trapping
8 Preferentially high energy night side boundary
1478 Stronger for low energies . .
Whistler mode scattering"*™ | (100 ke, can work for MeV dawn side Outside plasmapause,

. L>3-5
energies

Electromagnetic Ton cyclotron Preferentially MeV energies dusk side dusk side plasmapause

(EMIC) mode scattering1’5’7’8’9 and drainage plume™™"’
Electrostatic Ion Cyclotron Stronger for low energies
(EIC) mode scattering’ (100 keV), can work for MeV  night side ?

energies

1. [Horne and Thorne, 1998] 6.
2. [Imhof et al., 1991] 7
3. [Imhof et al., 1979] 8.
4. [Kennel and Petschek, 1966] 9
5. [Lorentzen et al., 2000]

and the magnetic field, respectively, at any other point along the electron trajectory. If
the magnetic field strength required to mirror the electron is below ~ 100 km, it will
become lost to the neutral atmosphere. This loss to the atmosphere is called
precipitation. A useful concept when considering precipitation is the loss cone (Figure
1.5.2), which is defined by the solid angle separating particles with pitch angle small
enough to precipitate from those that are stably trapped. All of the particles with pitch

angles inside the cone will precipitate within one bounce. Those that are outside are

stably trapped unless they are pitch-angle scattered, thus moved into the loss cone.

There are various processes that can pitch-angle scatter a stably trapped electron into the
loss cone. These include current sheet scattering and wave-particle interactions. Just like
wave-particle interactions can accelerate electrons, they can also pitch-angle scatter them
through gyro-resonant interactions. Several types of electron and ion cyclotron plasma

waves are believed to be candidates for scattering processes. Table 1-2 shows some
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characteristics of these pitch-angle scattering processes. There are relatively few direct
measurements of REP losses. Satellites in space cannot directly measure a lost particle,
they can only measure the absence of particles. Although most of the energy from a
relativistic electron goes to ionization, balloon-borne instruments can measure

bremsstrahlung x-rays that result from REP.

1.6 Potential Differences in the Collisional Atmosphere

1.6.1 Vertical Electric Field and the Global Electric Circuit

The global electric circuit (GEC), a large-scale electrical system of currents that move
through the earth, atmosphere and ionosphere, was initially proposed by C.T.R. Wilson
[1920]. In the GEC, positive charge is moved from the ground up to the ionosphere by
thunderstorm activity. This separation of charge forms a leaky capacitor between the
negatively charged, conducting ground and the positively charged ionosphere. Inside this
capacitor exists a vertical electric field pointing downward. Since the collisional
atmosphere contains a population of charged particles with a non-zero conductivity, it
can carry a return current in fair-weather regions where there is no thunderstorm activity.
The potential difference between the ionosphere and the ground is 180-400 kV [Bering et
al., 1998] and the total downward current flow in fair weather regions is ~ 1 kA. The
columnar resistance of the leaky capacitor is ~ 1 x 10! Q m?, for a total resistance of 230
Q. If thunderstorm activity ceased, the capacitor would discharge in less than an hour
[Volland, 1984]. We use Ohm’s law, J =0oE , to describe the relationship between
current density, conductivity and electric field. Here, we use a scalar conductivity value,
not a tenser value as we did in Equation (1-5). Assuming a constant fair-weather return
current density of ~ 1 pA m™ (in reality, this current density can fluctuate by a few pico-
amps meter” [e.g., Holzworth et al., 2005]), conductivity and electric field are inversely
proportional. Conductivity increases exponentially with altitude because of increased
cosmic ray ionization. Electric field, on the other hand, decreases exponentially with

altitude. Because it is pertinent to the events in discussed in this thesis, we focus on the
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electric field in the fair-weather stratosphere at ~32 km. At this altitude, the downward

pointing electric field is ~100 mV m™' and the conductivity is ~10 pS m™.

1.6.2 Horizontal Electric Field Polar lonosphere

Within the ionosphere itself, there are potential differences that drive currents
horizontally (with respect to the ground). One source of potential differences is solar
tidal movement. Daytime heating and nighttime cooling cause ionospheric winds which
balance out global pressure differences. S-currents are currents that flow as a result of
tidal winds, set up local time-dependent potential differences. However, the magnitude of
these potential differences is only a few mV m™. In the polar regions, much larger
potential differences can arise from ionosphere coupling to the magnetosphere. Figure
1.3.3 and Figure 1.3.4 show the large-scale cross polar cap potential (CPCP). The
magnitude of the CPCP varies between ~20 kV in geomagnetically quiet conditions and
~240 kV in extremely active periods [ Wygant et al., 1983; Siscoe et al., 2002]. The CPCP
is tied directly to the conducting magnetic field lines, which also act as lines of
equipotential. Solar wind flowing past the earth’s magnetic field induces a potential
difference across the magnetosphere from the dawn side to the dusk side. When the IMF
is southward and the magnetosphere is in an “open” configuration, this potential
difference can grow very large. In addition to the solar wind-induced potential, viscous
interactions in the low latitude boundary layer (LLBL) appear to create a nearly constant
20 kV potential difference that persists regardless of IMF orientation [Sonnerup and
Siebert, 2003]. For a simulated polar cap with a 2000 km radius, resultant electric field
can be between 0.02 and 0.24 V m'. Along with the CPCP, smaller scale horizontal
potentials can arise in the polar and sub-auroral ionosphere. Polarization caused by
spatial separation of proton and electron aurora can create a narrow band of potential
difference called a sub-auroral polarization stream (SAPS) between the locations where
Region 1 and Region 2 currents flow into the ionosphere [Brandt et al., 2005; Anderson et

al., 1993; Anderson et al., 2000]. There can also be polarization within a particular
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auroral arc [de la Beaujardiere et al., 1981].

All of these potential differences in the ionosphere map down into the exponentially less-
conductive atmosphere below. Making horizontal dc electric field measurements in the
stratosphere is an ideal way to essentially remote sense the ionosphere above. In fair

weather, away from thunderstorm activity and above the turbulent troposphere,
horizontal electric field at 32 km altitude is thought to be the 1-second, >100 km average
of the overlying ionospheric electric field [Mozer and Serlin, 1969; Holzworth and
Bering, 1998]. Since the conductivity exponentially increases with altitude in the
collisional atmosphere, potential differences can easily map downward but become

quickly attenuated above the source location [Park and Dejnakarintra, 1977a; 1977b].

1.6.3 Other Potential Sources

The potential differences described above are the dominant, most well-known sources of
electric field in the atmosphere. In addition to the aforementioned sources, there are
others that are less well understood. Horizontal inertial turbulent stratosphere (HITS)
electric field is a large magnitude field that rotates with the same period as atmospheric
inertial wave periods [Holzworth, 1989; Hu and Holzworth, 1997]. It is believed that the
source altitude is near the tropopause. HITS electric fields have only been definitively
observed by long duration balloon instrumentation at a low (< 25 km) float altitude.
However, no altitude-stable long duration balloon flights (which would be capable of
observing HITS-like fields) above 26 km have ever been conducted. There is a possibility
that any cloud may undergo charge separation processes. Thunderstorm clouds are the
best, most extreme example of this. However, there have been observations of electrified
clouds, which are not associated with thunderstorm activity (E. A. Bering, personal
communication) as well as large (> 1 V m™) vertical electric fields inside noctilucent
clouds near 85 km near the mesopause [ Holzworth and Goldberg, 2004]. None of these
electric fields are thought to be the dominant source of vertical or horizontal dc potential

differences in the fair weather stratosphere.
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1.7 Review of Previous Balloon Measurements of Particle Precipitation
Events and Associated Electrodynamics

1.7.1 Previous Solar Energetic Particle Event Observations

There have only been two previous in-situ stratospheric measurements of atmospheric
electric field changes during SEP events [Holzworth and Mozer, 1979; Holzworth et al.,
1987]. The first direct correlation of SEP events and large electric field changes in the
stratosphere was made during a large solar flare in August 1972. Geosynchronous
orbiting satellite Explorer 41 recorded a four order of magnitude increase in energetic (>60
MeV) protons, which slowly decayed to background levels over a five-day period.
Simultaneous vertical electric field measurements by a balloon at ~30 km altitude in the
northern polar cap measured a decrease in magnitude from 250 mV m™ to 0 mV m’
[Holzworth and Mozer, 1979]. This change was interpreted to be a direct result of
enhanced atmospheric conductivity. If the vertical current density (j ) in the global
electric circuit is assumed to be nearly constant and the conductivity (o) is increased, then
by Ohm’s law, J = OE, it follows that the electric field would decrease. Interestingly, the
horizontal component of the electric field during the same period did not suddenly
decrease as the vertical component did. It appeared as if the SEP interactions
immediately affected the vertical component, but did not immediately affect the

horizontal component [ Holzworth, 1981].

The next direct in-situ measurement was taken more than 10 years later in February 1984
with two important results reported [Holzworth et al., 1987]. First, with both electric
field and conductivity measurements made during this event, the change in vertical current
density could be directly calculated with Ohm’s law. In this case, the vertical current
density did not remain constant but increased by a factor of two. The second important
result was a measure of the spatial region of the SEP-affected electrical atmosphere.
During this event, there were two balloons. The pole-ward balloon (44.6° S) measured

perturbed conductivity and electric field magnitude while the more equator-ward balloon
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(38.7° S) did not observe any noticeable changes. In this case, the rigidity cutoff at the
pole-ward balloon allowed SEPs to perturb the local electrical environment while the
equator-ward balloon was at a cutoff where SEPs could not access, resulting in no
noticeable changes to either the conductivity or electric field. This report reinforced the
validity of the idea that rigidity cut-offs play an extremely significant role in controlling

SEP effects on the electrical atmosphere [Clilverd et al., 2007].

1.7.2 Previous Balloon Relativistic Electron Precipitation Event Observations

There have been two confirmed REP observations made by balloon-borne
instrumentation. The first was made in August of 1996 as part of the INTERBOA
balloon campaign [Foat et al., 1998]. At 18:35 magnetic local time (MLT) at L = 5.8, x-
ray instruments aboard a stratospheric balloon launched from Kiruna, Sweden observed
seven x-ray peaks over about 20 minutes. After modeling REP scattering using possible
incident electron spectra, it was determined that electrons with energies between 1.5 — 2
MeV must have precipitated. This was the first observation of MeV REP. A 24-minute
time delay between satellite observations of 60 keV proton injection was found to be
consistent with the time it would take for protons to drift in local time to the longitude
over the balloon payload [Lorentzen et al., 2000]. Combining the local time, energy
spectrum and proton injection, this led to postulation that EMIC wave gyroresonance
was responsible for the REP observation. However, the mechanism that caused the

modulation of x-ray flux over the 20-minute event remains unknown.

In 2000, the MeV Auroral X-ray Imaging and Spectroscopy (MAXIS) balloon
circumnavigated the south pole for an extended 18-day mission. During its flight,
MAXIS observed seven different MeV x-ray bursts, all of which occurred between 14:00

and midnight MLT. One result from the MAXIS campaign, confirming earlier
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Figure 1.7.1 MAXIS x-ray counts on January 24™-25", 2000. The energetic burst shortly after midnight
appears to be independent of the longer lower energy event. [Adapted from Millan et al., 2002].

observations from Kiruna, was that energetic x-ray bursts are not the tail end of less
energetic precipitation, but represent a different phenomenon. Short (minutes), energetic
(~800 keV) x-ray bursts were observed to be independent of long periods (several hours)
of low-energy (~200 keV) precipitation. Figure 1.7.1 shows x-ray counts in two integral
energy bins. The top show energy between 20-1300 keV and the bottom shows 20 -1300
keV. The other major result from MAXIS was the estimation that REP loss could be the
dominant loss mechanism for relativistic radiation belt electrons. Based on the average >
700 keV loss rate while MAXIS was between L = 3.7-6.6 (corresponding to the outer
radiation belt), the total number of electrons lost over two weeks was ~10%*. This is
within the range of the total number of > 500 keV electrons expected to be in the outer

belts.

The scientific community has learned a great deal from these two balloon campaigns.
However, there are many questions left unanswered that are the focus of large
magnetospheric research efforts. The MINIS balloon campaign (described below), set out
to help constrain the temporal and spatial ambiguity of REP events and to help
distinguish the contributions of various precipitation mechanisms. Neither of the two
previous balloon campaigns reported a strong connection between observed electric fields
in conjunction with REP events. MAXIS had no electric field instrumentation at all.

INTERBOA had dc electric field instrumentation similar to MINIS, but limited reports



28

stemming from these observations provided minimal insight [ 7reilhou et al., 2000; 2002].

1.8 MINIature Spectrometer (MINIS) Balloon Campaign Overview
The MINIature Spectrometer (MINIS) Balloon Campaign observations are at the heart of

this thesis. The primary objective of the MINIS campaign was to observe REP x-rays at
multiple locations simultaneously in order to help resolve some of the temporal and
spatial ambiguity of previously observed precipitation. Two graduate students were sent
to Antarctica via South Africa to hand-launch four balloon payloads. During January of
2005, there were a total of six payloads launched. Four payloads were launched from the
South African National Antarctic Expedition (SANAE) IV (71.7° S, 2.8° W geographic),
and two from Fort Churchill, Manitoba, Canada (58.8° N, 265.9° E geographic). Each
southern payload included an x-ray spectrometer, dc electric field instrumentation, a
magnetometer, GPS receiver and an Iridium satellite modem for telemetry. The northern
payloads were similar, but had no electric field probes. The southern flights had battery
life to last for ~ 8 day flights and the northern payloads were designed to last for ~1-2
days. The payloads were launched from different hemispheres in hopes of making

conjugate REP observations.

January, 2005 was an especially active solar period with five X-class solar flares. The
solar flares were accompanied by CMEs and SEP events. This extreme solar activity led
to the first balloon-borne electric field measurements during an SEP event in over twenty
years on January 20™. The first multi-point, simultaneous observation of REP x-rays in
separate hemisphere was made in conjunction with a CME impulse arrival at earth with
three separate payloads (one in the northern and two in the southern hemisphere) on

January 21%.

1.9 Thesis Outline

The remainder of this thesis is divided into the following sections as outlined below.
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Chapter 2: Instrumentation. We describe the MINIS balloon payloads with special
emphasis on the electric field instrumentation. Also, we give a brief overview of other
satellite and ground-based instrumentation, which collected data used in our analysis of

the MINIS-observed SEP and REP events in January 2005.

Chapter 3: An Atmosphere-lonosphere Electrical Conductivity Model. We detail an
atmosphere-ionosphere conductivity model which we use later in our data analysis. This
conductivity model is built on other standard ionosphere (IRI), neutral atmosphere
(MSISE-90) and magnetic field (IGRF) models. For the first time, we employ the
Sodankyld Ton Chemisry (SIC) model for ion and electron densities between 20 -120 km
altitude. We also make suggestions for alternate ways to include energetic particle

precipitation into future versions of the SIC model.

Chapter 4: Observations During the January 20™ 2005 Solar Energetic Particle Event.
We present an array of geophysical data during the most energetic SEP ground level event
since 1956. We focus on electric field and conductivity observations from the MINIS
balloon campaign while using additional data to provide context. We show that shortly
after the SEP event onset, there was a rapid 20-fold increase in conductivity and an
equally sudden decrease in the totel dc electric field in the stratosphere observed at

MINIS Flight 2 South.

Chapter 5: Discussion on Effects of January 20" 2005 Solar Energetic Particle Event.
We compare results from our conductivity model described in Chapter 3 to the MINIS
conductivity observations. We conclude that the measured conductivity enhancement in
the stratosphere was caused by direct SEP-induced ionization. Based on the same model
results, we conclude that SEP protons could not have altered the conductivity in the
ionosphere near 120 km. This means that no ionospheric horizontal dc electric field

structures were perturbed by SEP-induced ionization. Therefore, the vanishing horiontal
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electric field is not a result of altered ionospheric potential differences.

Chapter 6: Relativistic Electron Precipitation and lonospheric Electrodynamics During
the January 21° 2005 Storm Sudden Commencement. We present geophysical data from
multiple satellites, ground-based sources and three MINIS balloons during a sudden storm
commencement and the first simultaneous measurements of REP in different hemispheres.
We present both x-ray and electric field data from the two southern MINIS balloons
during a several hour period of sporadic REP. Complimentary satellite and ground-based

data are provided to place the MINIS observations into an appropriate context.

Chapter 7: Discussion of MINIS Relativistic Electron Precipitation Observations. We
discuss the MINIS-observed REP events on January 21%, 2005. We show that there is
only a small statistically significant correlation between x-ray observations at the two
southern balloon payloads, despite there being a moderate correllation in electric field
direction and magnitude. There is no one-to-one correlation between horizontal dc electric
field and REP x-ray observations. From this lack of correlation, we conclude that the
spatial scale size of REP events is often smaller than the 660 km balloon separations
(with exceptions directly following sudden compression events) and is smaller than the
average scale size of the measured ionospheric horizontal dc electric field. We show that
horizontal electric field direction and magnitude can relate to bulk plasma motion in the

magnetosphere, but can only qualitatively constrain REP mechanisms.

Chapter 8: Conclusion and Future Work. We begin by reviewing main contributions
detailed in the preceding chapters. Then, we propose several problems to address in
future studies. Some of this work includes addition of electron and solar-flare photon
ionization to the SIC model, conductivity modeling during multiple SEP events and

comparison of horizontal dc electric field data with plasmasphere models.
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2 Instrumentation for the MINIS Balloon Campaign

2.1 MINIS Payload Overview
The main phase of the MINIature Spectrometer (MINIS) balloon campaign consisted of

two sets of balloon payload launches. One set was launched from the southern
hemisphere site at the South African National Antarctic Expedition (SANAE) IV, while
the other set from Fort Churchill, Manitoba, Canada. The southern and northern
payloads differed in instrumentation and intended flight duration. The data presented in
this thesis are almost exclusively results of the southern hemisphere payloads. Thus, we
will focus on a detailed description of the southern payloads and only mention the
differences between the two sets. A photograph of a southern hemisphere balloon

payload is shown in Figure 2.1.1.

The primary observation goals of the MINIS balloon campaign were to measure
bremsstrahlung x-rays from precipitating relativistic electrons and use the associated
electromagnetic field measurements to try to determine the cause of the precipitation. A
sodium-iodide x-ray scintillator produced light curves 20 times per second in four broad
energy bins between 20 keV and 1500 keV and full spectra in 208 energy bins covering 20
keV to 10 MeV were given every 8 seconds. Three-axis dc electric field was measured
using three sets of orthogonal double-langmuir probes. The two sets of horizontal axis
probes were sampled once per second and the vertical axis set was sampled four times per
second. Electrical conductivity was measured in ten-minute intervals using the same set
of dc electric field probes using a relaxation technique. Magnetic field was measured using
a TCM2 three-axis magneto-inductive magnetometer. Measurements of very low
frequency (VLF) electric and magnetic fields were measured with three-band multi-pole
filters connected to one axis of the electric field probe and a separate search coil

magnetometer. No reliable VLF data were gathered with this instrument. Thus, we omit
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Figure 2.1.1 Photograph of a southern hemisphere MINIS balloon payload.

further discussion of the instrument and the data set. All data were telemetered to a
ground station at the Space Sciences Laboratory in Berkeley, California using the Iridium
satellite communication network. A global positioning system (GPS) receiver was used
to measure geographic latitude, longitude and altitude. The entire payload was rotated
about the vertical axis by a dc electric motor with a period of about 45 seconds per
rotation. Payload power was provided by several lithium ion battery packs. Each

southern flight was expected to have enough battery power to last for eight days.

The southern and northern payloads shared the primary x-ray scintillator instrument as
well as the magnetometer, GPS and Iridium telemetry. The northern payloads did not
have any electric field instrumentation but did include upward-looking photometers. The
flight durations were planned for 1-2 days as opposed to eight, reducing the overall
lithium ion battery weight. We will present some x-ray data from the northern

hemisphere, but the focus will be on data from the southern payloads.

2.2 DC Vector Electric Field Instrumentation

2.2.1 Double Langmuir Probe Technique
The MINIS balloon campaign utilized the double Langmuir probe technique to
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Figure 2.2.1 Basic design for one set of double Langmuir probes. The probes have radius r, and are
separated from each other by length d. The payload gondola has ground planes, which act as the central
reference point for potential difference measurements.

measure in-situ stratospheric electric field and remote sense the ionosphere above. At its
most basic level, this technique measures the potential difference between two points in
space separated by a known distance, from which the electric field is calculated. The
double Langmuir probe method has been used on stratospheric balloons as early as the
1960s and has been described in detail in multiple publications [Kellogg and Weed, 1968;
Mozer and Serlin, 1969; Holzworth and Bering, 1998]. Balloon-borne double Langmuir
probes have been used to study a wide range of ionospheric, magnetospheric,
thunderstorm and fair-weather electrical phenomena [Bering et al., 1991, Hu and

Holzworth, 1996, Holzworth et al., 2005; Thomas et al., 2005].

To make a potential difference measurement in one axis using the double Langmuir probe
technique, two probes are extended away from the main payload gondola in opposite
directions on electrically isolated booms (Figure 2.2.1.). By including three sets of
orthogonal probes, a three-axis electric field can be computed, which leads to a
measurement of the total instantaneous vector electric field. Coaxial wires running inside
the booms connect the probes to high input impedance electronics in the main payload
gondola. The probes must have conducting surfaces and be large enough to gather
sufficient charge from the ambient atmosphere to come into electrostatic equilibrium and

drive the electronics. As shown in Figure 2.2.1, the electric field between probes 1 and 2
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is equal to the negative of the potential difference between probes 1 and 2 divided by the

distance between them.

E,=- @-1)

In practice, the potential difference between one single probe and a large conducting
surface of the main payload is the measured quantity. This is done for redundancy and to
provide a symmetric ground point for all measurements. To ensure that the payload
gondola does not significantly distort the ambient electric field the gondola is made as
small as possible and the probes are placed as far away as practical from the gondola.
According to Jackson [1975], a conducting sphere in the presence of a uniform electric
field will perturb that field with an induced dipole-like potential. Thus, we estimate that

the atmospheric potential difference between a pair of probes will be perturbed by the

3

presence of the gondola by a factor of (84113)’ where a is the dimension of the gondola and

d/2 is the boom length. In the case of the MINIS payloads, the electric field perturbation

factor is ~0.03.

To draw as little current as possible, traditional voltmeters have high input impedances
(~10 MQ) when compared to the resistance within the electronic circuit being analyzed.
This allows for precise potential difference measurements. Analogously, when measuring
the potential difference within the collisional plasma of the stratosphere, relatively high
input impedance must be used. The resistance between the stratospheric plasma and the

probes is defined by Mozer and Serlin [1969] as

my.

Ra - = l mn 2-2
! 4J'mie2r0 (2-2)

where m, is the ion mass, v,, is the ion-neutral collision frequency, n, is the ion number

density, e is the unit charge of an electron and 7, is the diameter of a spherical probe. In
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the case of 15 cm diameter probes like those on the MINIS main-phase payloads,
R, =~10"Q at ground level and R, ~10"Q an altitude of 33 km in the polar
stratosphere. Thus, to make potential difference measurements in the polar stratosphere,

the input impedance of the electronics must be >>10'°Q and in practice are >10"”Q.

Any time stratospheric electric field measurements are made in the daytime, energetic
ultraviolet (UV) radiation bathes the entire payload on the sunlit side. If individual UV
photons have more energy than the work function of the illuminated material, they can
cause photoemission. These emitted photoelectrons are a positive current flow to the
surface. Additionally, they can create small electron clouds, or sheaths, within a few
mean free paths of the surface [Byrne et al., 1990]. Photocurrents and space-charge
clouds can cause perturbations to the natural electrical environment. To minimize these
effects, electric field probes and ground planes are often covered with a water-based
colloidal carbon suspension known as Aquadag. The advantage of Aquadag over
traditional bare aluminum is that it has a higher work function and can be spread
uniformly over desired surfaces. By using Aquadag instead of aluminum, the surface
work function can be increased from 4.2 eV to 4.6 eV. This corresponds to reducing the
wavelength of UV photons that can contribute to photoemission from 295 nm to 230nm
[Byrne et al., 1990]. With a reduced, uniform work function, photocurrents can become
small enough to provide absolute accuracy to within 5 mV m™ and relative accuracy to
within 1-2 mV m™ [Mozer, 1973]. If the electric field probes and the ground planes are
not evenly coated and the work function not uniform, errors proportional to the UV

photon flux can appear.

In addition to photoelectric effects, there is risk of contamination of the horizontal
potential difference measurements by the larger (in nominal fair weather) vertical
potential. This can occur if the horizontal probes are tilted out of the horizontal plane

(i.e., if the gondola is not perfectly balanced). To separate the contamination from the
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real geophysical horizontal electric field, the entire payload can be rotated. When the
payload is rotated, vertical contamination becomes dc offsets and slowly varying, or
constant, horizontal geophysical fields appear as sinusoids. The magnitude of a real
horizontal electric field can then be extracted from the data by fitting the raw output at
the spin period. One limitation of this solution is that it decreases the time resolution
from the sample frequency to the payload rotation frequency (near 2 rpm, but variable on

each MINIS flight).

2.2.2 MINIS DC Electric Field Instrument Hardware
The payloads used during the main phase of the MINIS balloon campaign each had three-

axis spherical double Langmuir probes made of foam and coated with Aquadag. As
shown in Figure 2.2.3 and Figure 2.2.4, there was one set of probes along the vertical axis
and two sets orthogonally spaced in the horizontal plane. Each probe was 15 cm in
diameter, large enough to keep the resistance between the probe and the plasma much
smaller than the input impedance of the electronics. The horizontal probes were extended
out 2 m from the center of the gondola while the two vertical probes were rigidly spaced 1
m apart approximately 3 m above the gondola. The ground plane consisted of four square
(0.375 m?) panels coated with Aquadag on the outside and aluminized mylar on the
payload-facing side to reduce thermal emissions, which could heat the central payload
electronics. The ground planes were isolated from the main gondola body using one-inch

ceramic standoffs.

Figure 2.2.2 is a simplified diagram of the electronics associated with one set of probes. A
complete schematic can be found in Appendix A. The spherical probes are connected to
the electronics in the main payload using Teflon coaxial cable (RG188). The outer shield

of the cable is driven at the same voltage as the input on the center wire to eliminate any
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Probe 1 Low-pass filter
amplifier
V1G Out
Differential
amplifier
High impedance \ — V21 Out

op-amps /

Low-pass filter
amplifier

V2G Out

Probe 2

Low-pass filter
amplifier
Figure 2.2.2. A simplified schematic of the dc potential difference circuit. From one set of probes, three

potentials are output. V1G and V2G are single-sided potential differences between the individual probes
and the payload ground. V21 is the difference between the two probes.

voltage drop between the two co-axial conductors, thus reducing leakage current and
effective capacitance. High input-impedance operational amplifiers (op-amps) drive the
cable shield and pass the probe voltage to the rest of the circuit. The op-amps used for
this design are Analog Devices’ AD549. Operating in common mode, the input
impedance for this amplifier is 10'° Q. This input impedance is more than three orders of
magnitude greater than the expected resistance of the stratospheric atmosphere. The
operating voltage of the AD549 is =12 V, limiting the maximum measurable potential.
However, the maximum expected potential differences in the fair weather stratosphere are
on the order of hundreds of millivolts, well within the operational range. After the input
op-amp buffer, the probe voltage is sent to two different follower circuits. One is for the
single-sided measurement, which takes the difference between the probe voltage and
ground voltage. The other is a two-sided measurement, which takes the difference
between a pair of probes. For the vertical probes, the two-sided follower circuit has
unity gain, while the horizontal follower circuits have a gain of 2.5. The output from all
of the single-sided measurements is inverted, centered on 2.5 V and has a gain of negative
0.165. Complete calibration curves and tables can be found in Appendix A. Each single-

sided probe-to-ground potential difference was sampled once per second while the
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Figure 2.2.3 Side view of MINIS payload electric field probes and vertical magnetometer direction.

/

Top Down View

-Y mag. 2m +X mag.
Probe 4 / Probe 1
0.6 m [ ]
Main payload
with ground
-X mag. planes +Y mag.
Probe 2 Probe 3

Figure 2.2.4 Top view of MINIS payload electric field probes, horizontal magnetometer direction and
rotation direction. Rotation direction is for payloads on flights 1, 2 and 3. Flight 4 had an opposite rotation
direction.
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vertical double-probe difference was sampled four times per second.

Figure 2.2.3 and Figure 2.2.4 show the payload orientation for all of the electric field
probes, the magnetometer and the rotation direction. (The magnetometer and rotation
motor are described in Section 2.5.) The probes are paired sequentially with 1, 2, 3 and 4
in the horizontal plane and 5 and 6 along the vertical axis. The magnetometer axes are
aligned with the electric field probes. In the horizontal plane, the x-axis is aligned with
probes 1 and 2 (positive x pointing toward probe 1) and the y-axis with 3 and 4 (positive
y pointing toward probe 3). The positive z-axis points down toward the ground.
Payloads 1, 2 and 3 rotate clockwise when looking down on the payload from above,

while payload 4 rotates in the opposite direction.

2.3 Conductivity Measurements Using Relaxation Time Technique

Electrical conductivity measurements were made during the MINIS balloon campaign
using the relaxation time technique. This method has been used many times for
stratospheric balloon observations [Few and Weinheimer, 1986; Byrne et al., 1988;
Holzworth, 1991]. The basic idea of this technique is to place charge onto one of the
electric field probes, and then measure the time constant associated with the probe
returning to equilibrium. The time constant for relaxation to ambient floating voltage will
then depend inversely on the conductivity of the air around the probe. In the case of the
MINIS payloads, conductivity is measured during a calibration cycle every ten minutes.
During this cycle all six probes were grounded for three seconds. Then, one probe was
biased to +5 V and another to -5 V through a high impedance relay while the rest remain
held at ground for an additional ten seconds. By opening the relays, the biased probes
were allowed to return back to the potential of the surrounding atmosphere by collecting
charge carriers of opposite polarity from the collisional plasma. The probes returned to
an equilibrium potential with a characteristic exponential time constant 7. This time

constant is related to conductivity through the set of relations shown below.
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R R
T= C +C atm mn _
(Cp m)—(R TR (2-3)

am
Here, Cp and C;, are the capacitances of the probe and the high impedance input
electronics. R, is the resistance of the atmosphere and R;, is the resistance of the input.
In this case, R;, >> R, and C;, << Cp. Thus, Equation (2-3) reduces to

t=C,R,,, . (2-4)

For a spherical probe, the capacitance and atmospheric resistance are given by the

following:

B 1
dxor

C, =4ne,r R, (2-5), (2-6)

We can combine Equations (2-4), (2-5), (2-6) to get an expression relating the time

constant and conductivity.
o=="2 @-7)

When probes are biased with respect to the ambient plasma, in order to equilibrate, they
must gather charge carriers of opposite polarity. Thus, conductivity observations made
using this technique are polar (not total) measurements. The total conductivity is the sum

of the conductivity due to both positive and negative charge carriers.

o=0, +0 =204 fe
=0 tO = (2-8)

+

In the stratosphere near 33 km, there are very few free electrons and essentially all of the
charge carriers are positive and negative ions. Since the average mass and number density
of negative and positive ions are nearly equal in the stratosphere, roughly half of the
conductivity is a result of each polarity charge carrier. Figure 2.3.1 shows an example of a
relaxation curve from which a time constant and conductivity are calculated. Large
electrical bursts, large leakage currents, screening layers, and photoemission across the
relay can all lead to inaccurate measurements of the conductivity. Large electrical bursts

can be due to lightning transients and can even be
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Figure 2.3.1 An example conductivity measurement. The blue dots are data points showing a negative
probe bias and positive ion collection. The red line shows an exponential fit to the data (R-square = 0.99)
giving a 0.798-second time constant. The exponential decay time constant that fits the curve is a negative
number. However, we know that time is positive, so we use the convention where 7 is positive as well.

associated with artificial discharges connected to solar panels [Bering, personal
communication]. The MINIS payloads did not have any solar panels and were at
sufficiently high latitude that there were no nearby lightning flashes. To minimize leakage
currents, COTO-1240 dry reed relays with an insulation resistance of 10" Q were used.
Screening layers, which build up around a biased probe, were eliminated by a constant
flow of air around the probe as it floats [Holzworth et al., 1986]. Photoemission can
significantly affect positive conductivity. A photoemission current combined with a
current of positive ions causes a probe to relax back into electrostatic equilibrium faster
than just the ions. This has the effect of decreasing the relaxation time constant, from
which an artificially high positive conductivity can be calculated. [Byrne et al., 1990]

determined that under normal circumstances, this photoemission effect is less than 10%
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during the daytime for Aquadag-covered spherical probes. The negative conductivity is
not subject to the same contamination because the probe is biased positively. When
electrons are photo-emitted, they do not have enough energy to surpass the electrical
force pulling them back to the probe. Thus, the emitted electrons return to the probe

surface resulting in a zero net current.

2.4 Performance of Electric Field Instrumentation

2.4.1 Oscillations in the Vertical DC Electric Field

The vertical electric field data from MINIS Flight 2 South is extremely noisy throughout
the entire flight. The noise is in the form of a quasi-periodic oscillation with an amplitude
of hundreds of millivolts. Figure 2.4.1 shows MINIS Flight 2 South raw vertical electric
field data and payload rotation at 01:35 UT on January 20™, 2005, before the solar
energetic particle (SEP) event onset (discussed in Chapters 4 and 5). The rotation is seen
as an oscillation of horizontal geomagnetic field in the payload reference frame. There is a
clear correlation between the payload rotation and the oscillation in the vertical electric
field data. At the SEP event onset, there are drops in the vertical dc electric field

magnitude and the noise amplitude.

In order to produce the one-minute averaged vertical electric field data shown in Figure
2.4.2 and again in Figure 4.2.6, calibration ground levels were subtracted from the raw data
in Figure 2.4.1 and then averaged in one-minute moving boxes. The result is a less noisy
dataset that captures the basic downward-pointing fair weather return electric field
(before the SEP event). A comparison of the raw and one-minute averaged data for the
first half of January 20", 2005 can be seen in Figure 2.4.2. The raw electric field
oscillations have a much smaller amplitude after the SEP event onset, which leads to much
less noisy one-minute averaged data. Here, we show that photoelectron emission could
produce potential differences larger than the oscillations observed (shown in Figure 2.4.1)

at the payload rotation frequency. This simple model does not account for all aspects of
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Figure 2.4.1 MINIS Flight 2 South horizontal magnetic and raw vertical electric field. Magnetic field is
shown in the top panel and raw vertical electric field is at the bottom. There is a component of the rotation
frequency of the payload in the vertical electric field oscillation. The vertical dashed lines mark when the

x-axis (blue) of the payload was pointing south.
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Figure 2.4.2 MINIS Flight 2 South raw vertical electric field and one-minute averaged data. Raw data is
shown in blue and the averaged data is in black.
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the vertical electric field noise, but provides an example of the kind of mechanism that

could produce a similar signature in the dataset.

If the two MINIS Flight 2 South vertical electric field probes had the same, uniform
surface work function, then as the probes rotated in the sunlight, there would be a
constant, equal flow of photoelectrons off each probe, charging them both positive. This
positive charge would then be eliminated by a potential difference measurement because
both probes would be charged by the same amount. However, if the two probes did not
have the same uniform surface work function, then as the payload rotated, the positive
charge on the two probes could have become unequal, thereby distorting the potential
difference measurements. At the balloon altitude, ultraviolet photons between 180 nm
and 230 nm are the primary source of photoemission [Byrne et al., 1990]. The average
photon energy (e.g., for a 200nm photon) is 6.2 eV. The most energy an emitted photon
could have is equal to the initial photon energy minus the surface work function. Work
functions of aluminum and Aquadag are 4.2 eV and 4.6 eV, respectively. Therefore, the
absolute maximum possible potential that could build up on an Aquadag surface is 2
volts. In a model by Byrne et al. [1990], the maximum positive probe potential was
estimated to be 1 volt. The maximum probe potential caused by photoemission is an
order of magnitude larger than the oscillations seen in the vertical electric field data of 100-
200 mV. Therefore, it is entirely plausible that a non-uniform work function on the
vertical probes could have caused 100 mV oscillations in the vertical data at the spin

period.

A photoemission source is also consistent with a drop in the noise after the SEP event
onset. When the conductivity increases by a factor of 20 (as shown in Figure 4.2.3), the
photoemission charge can only accumulate for 1/20™ the amount of time as it could before
the SEP event onset (as discussed in Section 2.3). Accordingly, the potential difference

that can develop as a result of photoemission decreases by a factor of 20. This would
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take a 300 mV p-p oscillation and reduce its magnitude to 15 mV p-p. Directly after the

SEP event onset, the oscillations measure approximately 25 mV p-p.

The MINIS electric field probes were made of porous foam, making a uniform cover of
Aquadag difficult to attain and uniformity difficult to evaluate before launch.
Additionally, there where other objects on the balloon payload load line that could have
also charged due to photoemission including the rotation motor, metal electronics
instrumentation housing and the Iridium antenna. Previous University of Washington
balloon campaigns with double Langmuir probe dc electric field instrumentation, where
there were no vertical oscillations like those in the MINIS data, have used metal probes as
opposed to porous foam ones. Similar vertical oscillations can be found in the vertical dc
electric field data from MINIS Flight 1 South and Flight 3 South. Poor quality double-
sided probe data from Flight 4 South make it difficult to ascertain if there are oscillations
in data from this flight as well. For each flight, the amplitude of these oscillations is
similar (within a factor of ~2). This plausibility discussion is not, by itself, capable of
describing all of the vertical dc electric field noise. For example, one argument against
photoemission as a source of noise in the vertical electric field is lack diurnal signal
coinciding with a modulation in ultraviolet photon flux present in any payload data.
Without knowing the precise noise source, the best option is to remove as much of the

contamination as possible, as shown in Figure 2.4.2.

2.4.2 Horizontal DC Electric Field Instrumentation Functioning Properly Before
and After Solar Energetic Particle Event Onset

The horizontal dc electric field data from MINIS Flight 2 South does not have the same
noise as the vertical data. However, the magnitude of the horizontal field drops to zero at
SEP event arrival. (See Figure 4.2.5.) We show that the instrumentation appears to be

working continuously from before the SEP event onset onward. In order to remove any
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Figure 2.4.3 Raw horizontal electric field data showing instrumentation measurement of slowly-varying
geophysical field. Data are from several hours before SEP event onset (top) and several hours after
(bottom). The blue squares are data from probes 1 and 2 in the x-axis of the payload frame and the red x’s
are data from probes 3 and 4 in the y-axis.

non-geophysical dc offsets in the horizontal electric field data, the MINIS payloads were
rotated about a vertical axis. Any slowly varying horizontal electric field can be seen in
the data as a sinusoidal oscillation. If the electric field is a real geophysical field, the
sinusoids from the two sets of orthogonal horizontal probes will be consistently 90° out
of phase. Figure 2.4.3 contains two examples of periodic sinusoids that show that the
horizontal probes were measuring a slowly varying electric field. The line series show
raw telemetered values representing potential differences between the two orthogonal
pairs of horizontal probes before any post-processing. The difference in rotation period

occurred because the rotation motor spun slower in colder temperatures (night time).

There is a constant 90-degree phase shift between the two line series in each plot. This
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confirms that the probes are indeed measuring a real, slowly varying external electric field
because each orthogonal set of probes measures a maximum (for instance) 90-degrees out
of phase with each other. DC offsets occur when the payload is off-balance and the
vertical component of the electric field (which generally has a much larger amplitude than
the horizontal components in fair weather) is projected onto the horizontal plane of the
payload. The top panel of Figure 2.4.3 shows a time period before the SEP event onset
and the bottom panel shows a time period after onset. This provides a high degree of

confidence that this instrument was working correctly throughout the flight.

2.5 Additional MINIS Balloon Payloads Systems

2.5.1 X-Ray Spectrometer

Onboard each MINIS payload was an x-ray spectrometer used to detect bremsstrahlung
x-rays from precipitating relativistic electrons. Each spectrometer had a (three inch
diameter by three inches tall) cylindrical scintillator crystal made of sodium iodide (Nal)
and an attached photomultiplier tube (PMT). (See Figure 2.5.1.) When x-rays pass
through the Nal crystal, small pulses of visible light are emitted based on the amount of
energy deposited. The PMT then converts the light pulse into an amplified electronic

signal, which is then passed to further electronics for counting and sorting.

The MINIS x-ray spectrometer electronics provided two different output products. High
energy-resolution spectra were provided every 8 seconds while high time-resolution light
curves were provided every 50 milliseconds. Simultaneous high time and energy
resolution was not possible due to telemetry limitations. The high energy-resolution
spectra had 208 separate energy bins. These bins covered energy ranges from 20 keV all
the way to 10 MeV. Alternately, the light curves had only four energy bins: 20-175 keV,
175-540 keV, 540-825 keV and 825-1500 keV. McCarthy and Parks [1985] provide a
description of a similar instrument. Sample [2008] provides a more comprehensive

description of the MINIS x-ray spectrometer.
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Figure 2.5.1 Cartoon of MINIS x-ray spectrometer.

2.5.2 Magnetometer

Each of the MINIS balloon payloads carried a TCM2 magneto-inductive magnetometer
made by Tri-M Systems/PNI Corporation. The magnetometer was used to provide
geomagnetic directional information as well as scientific data. DC magnetic field values
from all three axes were sampled once per second. The horizontal axes were aligned with
the electric field double Langmuir probe pairs in the horizontal plane and the positive x
direction was aligned with probe 1. The vertical axis had positive z pointing down toward
the ground. (See Figure 2.2.3 and Figure 2.2.4 for a diagram of the payload alignment,
including magnetometer orientation.) Output from the magnetometer was in units of

micro-Tesla (e.g., an output of 30 means 30 uT).

2.5.3 Telemetry System
There was no intention of recovering any of the MINIS payloads. Thus, all of the data

were telemetered from each payload to a ground station at the Space Sciences Laboratory
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in Berkeley, California via the Iridium Satellite Network [Lemme et al., 1999]. This
network is a constellation of satellites, which allow for voice and data communication
through portable, handheld phones and modems. Each MINIS payload had one Iridium
(NAL Research Corporation A3LA-I) modem and antenna. The average data
transmission rate for the modems is 2.4 Kbits/second (as provided by the manufacturer).
This is slightly more than one second of 256 bytes (2048 bits) of data that each payload

was designed to send. The complete telemetry allocation can be found in Appendix B.

Aside from the limited data transmission rate, the largest problem with the Iridium
telemetry was the frequency of dropped calls. The payload computer was designed to
redial the ground station when a disconnection occurred. Even with this measure, data
were lost throughout the flights when new calls were not successfully established before

the onboard data buffer began to overwrite data which had not yet been transmitted.

One important note to make regarding data transmission by the MINIS payloads relates
to gaps during a specific time period. The data acquisition systems on each payload were
designed to give priority to incoming counts from the x-ray spectrometer. Essentially, all
data collection would momentarily stop while x-ray counts were sent to the computer. In
normal circumstances, this would not be a problem because the data acquisition system
could sample each instrument and housekeeping value with plenty of time to count each
x-ray pulse from the spectrometer. However, as we will discuss in later sections, when
there are many more counts than expected (i.e., during a hard Solar Energetic Proton
event), the data acquisition system can, and did, become overloaded. The result was that
data from other instruments were lost. It initially appeared as though the telemetry failed
during this time, but in fact, the problem originated with the data handling system. This

happened for several hours on January 20™, 2005 for Flight 2 South.
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2.5.4 Rotation Motor
Each MINIS payload was rotated about the vertical axis in order to help identify and

eliminate non-geophysical electric field contamination. The desired payload rotation rate
was about 2 rpm. Along with the rotation rate requirement, the motor needed to be light,
cheap, operable in extreme temperatures and consume minimal power. The motor used
for the main phase of the campaign was a Faulhaber/MicroMo 1524-012SR dc-
micromotor (Figure 2.5.2.). The no-load rotation speed was 9,900 rpm when operating at
12 V. Combined with the motor, there was an in-line gear head with a 262:1 gear
reduction (Faulhabeer 15/5 262:1). The motor/gear head package was then attached to the
horizontal input of a 24:1 right angle worm gear using a flexible coupler. A large, steel

bolt passed through the vertical axis of the worm gear and was coupled using a lynchpin.

A load line to

™ balloon

lubricated rotator
\ bearing
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aluminum plate

u-bolt

f 1

dc motor/ flexible
gear head coupler
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: load line to
payload

Figure 2.5.2 Diagram of the rotation motor assembly.
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The payload was then suspended from an eyebolt on the bottom of the steel bolt secured
by another lynchpin. All force of the payload pulling downward and the balloon tension

upward was placed on an eighth inch aluminum plate.

The actual rotation rate of the payload gondola varied as a function of temperature. In
pre-flight testing, the temperature seemed to affect the viscosity of the motor lubrication.
When the motor and rotator bearing lubrication was replaced with synthetic automobile
oil, the rotation rate became slightly less dependant on temperature. The result is that
nighttime MINIS payload rotation rates were near 1 rpm and daytime rotation rates were

near 2 rpm.

2.5.5 GPS, Housekeeping and Remaining Instruments

One key instrument, crucial to the success of the MINIS campaign, was a GPS receiver
used for location finding. The receiver used for each payload was a Lassen SQ GPS
Receiver. The GPS data were telemetered once every 15 seconds giving latitude, longitude
and altitude. A suite of housekeeping voltages were regularly telemetered to keep a record
of instrument operation conditions. A complete list of all data telemetered can be found

in Appendix B.

In addition to the instrument systems listed above, the southern MINIS balloon payloads
each carried sun sensors and very low frequency (VLF) electric and magnetic field filters.
The sun sensors were simply photodiodes with orthogonal look directions. Their
purpose was to provide calibration and backup to the magnetometer, which provided
directional information. Thus far, the sun sensor data have been used solely for general
comparison with magnetometer data for spin-rate analysis. The VLF field filters were
attached to a magnetic search coil and to one set of electric field potential difference
output (before the cut off filter in the electric field circuit). Despite pre-flight testing and

calibration, none of the VLF filters appear to have provided any useful data.
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2.6 Complementary Data Sources

In this section we will briefly describe the instruments used to gather complementary data
used to put the MINIS observations into the larger context of global geophysical
dynamics. The MINIS team did no direct work on any of the instruments described here.
For each instrument, we will simply provide a basic overview of the instrument,

references for further reading and locations where data can be found on the internet.

2.6.1 ACE Satellite Solar Wind Instrument
The Advanced Composition Explorer (ACE) satellite was launched in August 1997 with

the primary goal of measuring solar wind characteristics. A review article describing the
mission in detail was written by Stone et al. [1998]. ACE orbits the L1 Lagrange point (a
point in space between the sun and the earth where gravitational and centripetal forces
balance) upstream of the earth about 235 earth radii. At this location, the various
instruments can measure solar wind characteristics including composition, velocity,
density, magnetic field orientation and energetic particle flux. All of the data can be found
in online data centers managed by the National Oceanic and Atmospheric Administration
Space Environment Center [NOAA/SEC, 2008]. Data used in our analysis come from the
Solar Wind Electron, Proton and Alpha Monitor (SWEPAM) and the ACE/MAG three

axes fluxgate magnetometers.

2.6.2 POES Energetic Proton Detector

The Polar Operational Environment Satellites (POES) are a constellation of polar, low
earth orbiters. They each contain a large suite of instruments for earth observation and
polar space environment observation. Each satellite completes an orbit in 102 minutes at
an altitude of 833 km at an inclination of 81° [NASA/POES, 2008]. At the time of the
MINIS balloon campaign, there were three POES satellites in operation (NOAA 15, 16
and 17). For our study, we focus on the Space Environment Monitor (SEM) package and
in particular, the Medium Energy Proton and Electron Detector (MEPED). The MEPED
instrument has three electron telescope channels (30-1100 keV, 100 - 1100 keV and 300 —
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1100 keV) and six proton telescope channels (30 — 80 keV, 80 — 250 keV, 250 — 800 keV,
800 — 2500 keV, 2500 — 6900 keV and > 6900 keV). Additionally, there is a set of omni-
directional proton detectors, which detect higher energy protons ( > 16 MeV, 35 MeV, >
70 MeV, and > 140 MeV). A detailed description of all the SEM instruments and data

products is given by Evans and Greer [2000].

2.6.3 GOES Particle Detector and Magnetic Field Instrument

The Geosynchronous Operational Environment Satellites (GOES) are very similar to their
polar-orbiting relatives, POES. The primary difference between the two constellations is
the orbit. GOES are in a geo-stationary orbit. Thus, each GOES satellite remains at the
equator ~6.7 earth radii away from the center of the earth. However, GOES and POES
have similar Space Environment Monitor (SEM) packages [NASA/GOES, 2008]. For this
analysis, we focus on the high-energy protons and electrons. GOES has 11 differential
proton channels. We have used data from the three telescope (0.8 - 4 MeV, 4 - 9 MeV
and 9 - 15 MeV) and four dome (15 — 40 MeV, 40 — 80 MeV, 10 — 165 MeV and 165 —
500 MeV) channels. There are three energetic electron dome detector channels (> 0.6
keV, > 2 MeV and > 4.0 MeV). In addition to telescope and dome detectors, there is a
separate solid state High-Energy Proton and Alpha Detector (HEPAD), which has a
dynamic range for both protons (350 - >700 MeV) and alpha particles (4 - > 3400 MeV).
Along with the particle detector, each GOES satellite has an x-ray detector with two
wavelength bands. Flux is measured in short (0.5 — 3 A) and long (1 — 8 A) bands using
two different ion chambers. The last instrument that we utilize is the three-axis
magnetometer. The GOES magnetometer data product gives the three components of the
magnetic field as H, (parallel to the satellite/earth spin axis), H. (earthward), and H,
(normal to H, and H., westward). A complete GOES data book describing each
instrument on the GOES platform was prepared by Loral Space Systems and NOAA for
NASA [Hawkins, 1996].



54

2.6.4 IMAGE Extreme Ultra-Violet Imager
The Imager for Magnetopause-to-Aurora Global Exploration (IMAGE) satellite was

launched in March, 2000 with a mission to observe plasma dynamics through various
imaging techniques including energetic neutral atom (ENA) emissions, plasmaspheric
imaging in the extreme ultraviolet (EUV) and auroral emissions in the far-ultraviolet
(FUV). IMAGE has a very elliptical orbit with an apogee of 7.2 earth radii so that it can
capture images of an entire polar cap and plasmasphere in one frame. A compete mission
overview is given by Burch [2000] and the more information can be found at the
Southwest Research Institute’s IMAGE page [SwRI, 2008]. IMAGE was operational
during the MINIS balloon campaign in January, 2005. In this thesis, we will present

images of the FUV proton aurora as well as the plasmasphere.

2.6.5 SuperDARN Polar lonospheric Radars
The Super Dual Auroral Radar Network (SuperDARN) is comprised of twelve northern

hemisphere and seven southern hemisphere high frequency (HF) ionospheric radars. A
review of the most recent decade of SuperDARN operation is given by Chisham et al.
[2007]. The individual radar sites are established to maximize the field of view of the
entire network. The basic mode of operation of the system involves sending short pulses
in the HF band and listening for echoes. An auto correlation function, based on the
doppler shift of the sequence pulse echoes, allows for back-scattered power and doppler
velocity of plasma irregularities to be determined. Polar circulation can be estimated by
combining the doppler velocity measurement from the whole array with an empirical
model.  Large-scale plasma circulation patterns can help describe the global
magnetosphere-ionosphere current flow. SuperDARN data products, including
convection maps for northern and southern hemispheres, can be found at the Johns

Hopkins Applied Physics Laboratory SuperDARN web site [JHU/APL, 2008].

2.6.6 IMAGE Ground-Based Magnetometer Array
The International Monitor for Auroral Geomagnetic Effects (IMAGE) is a ground-based
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magnetometer array located in northern Europe. (Not to be confused with the IMAGE
satellite.) The array covers geographic latitudes from 58° to 79° north. Each fluxgate
magnetometer provides a three-axis magnetogram in an X (north), Y (east) and Z
(downwards) component system. A complete description of the magnetometer chain,
including station locations and access to data can be found at the Finnish Meteorological

Institute’s IMAGE website [FMI, 2008].
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3 An Atmosphere-lonosphere Electrical Conductivity Model

In this chapter, we discuss a conductivity model that uses several standard, freely
available atmospheric, ionospheric and magnetic field models as well as the relatively new
Sodankyld Ion Chemistry (SIC) model. Our conductivity model can be applied at any
location on earth at a specific time for altitudes between 20 km and 120 km and can
include SEP-induced ionization effects. There are atmospheric conductivity models based
on neutral atmospheric scale-height assumptions [e.g., Dejnakarintra, 1974].
Additionally, there is a global, semi-empirical model by Hu [1994] that estimates
conductivity at 26 km altitude as a function of geomagnetic latitude and longitude.
However, there is no published model that provides location and altitude information as

the model we present here.

We present theory that explains conductivity above 20 km in a collisional plasma in
Section 3.1. With expressions for the different conductivity components in hand, we
move on to describe the various models we utilize to build our conductivity model. In
Section 3.2, we describe the Mass Spectrometer — Incoherent Scatter (MSIS) model and
the International Reference lonosphere (IRI) model. In Section 3.3, we discuss the SIC
model with a special emphasis on how it incorporates ionization caused by energetic
proton precipitation. The ability to include effects of energetic protons is a relatively
new SIC model feature. We present examples of our new, complete conductivity model
in Section 3.4. Lastly, in Section 3.5, we present suggestions for adding functionality to
the SIC model by: A) using data from polar orbiting as opposed to geosynchronous
satellites for proton input into the atmosphere; B) changing the routine for converting
integral into differential proton flux; and C) including energetic electron precipitation as an

additional 1onization source term.

3.1 Electrical Conductivity within a Plasma

Electrical conductivity is the measure of a medium’s ability to conduct an electric current.
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Conductivity values are extremely important for understanding nearly every aspect of
electrical phenomena in the atmosphere, ionosphere and the magnetosphere. There are
many examples of how conductivity influences the electrodynamics of thunderstorm
activity, the global electric circuit, particle precipitation, ionospheric current flow and
geomagnetic storm processes [e.g., Hale et al., 1981; Holzworth et al., 1985; Kirkwood et
al., 1988; Driscoll et al., 1992; Rycroft et al., 2000; Galand and Richmond, 2001;
Holzworth et al., 2005]. Indeed, conductivity is such a fundamental quantity that within
the context of this dissertation, we will touch on how polar atmospheric and ionospheric
conductivity relates to each of the processes listed above with the exception of

thunderstorms.

The medium we are considering is the plasma in the collisional atmosphere and
ionosphere. By collisional atmosphere, we mean the region of the atmosphere where
there are no free electrons (generally below 60 km) and we neglect the altitudes below 20
km because of modeling limitations that will be made clear later. In the strictest sense, the
collisional atmosphere is not a traditional plasma because there are no free electrons.

However, we can describe conductivity of these neighboring regions in a similar way.

We begin with a general statement of current density js for a single charged particle

species s.

J = nsqSﬁS
Here, n, and g, are the number density and charge of the species s, respectively. The

G-1)

vector velocity of the particle species is given by u, which depends on any applied
external forces and mobility (defined below). We define u, in the presence of an external

force F and with mobility k_ as follows.
i, = ksE (3-2)
4,
Mobility is defined in terms of the particle charge, mass mand the collision frequency
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v, between the charged species and neutrals.

ko=—Ls 3-3)
my

s sn

For our purposes, we are interested in an electromagnetic force, which we insert, along

with our expression for mobility, into Equation (3-2).

i=—% (E+ixB) (3-4)
my

s sn

Then, we can combine Equations (3-1) and (3-4) to get an expression for the current

density comprised of charged particles of species s.

2
T =ngii =29 (E +ii xB) @3-5)

Equation (3-5) is a vector equation comprised of three separate components. We make a
simplifying assumption that the magnetic field is only in the Z direction. This is
nominally the case in the polar regions, where the earth’s magnetic field is nearly vertical.

Using this assumption, we can break Equation (3-5) into Cartesian X,y and Z

components.

2
ndg N
_ _ s
‘]s,x - nsqsus,x - m (Ex + us,sz) X

s sn

2
JX*V = nsqsusv}' = M(E\ + us,sz) )A; (3'6)
) m 3

s sn

2

ng A

‘]s,z = nsqsus,z = = Ez <
my

s sn

The set of three equations in (3-6) have three unknown velocity components. After a bit
of algebra, we can eliminate each velocity component such that we are left with
expressions for the current density in terms of known quantities.

o )
ng ' Q

J< = SLS Sn E + M Ev

om (vfn+92) ! (vfn+Qf) )

o :
ng, Vo Q (3-7)
J. = E -|——|E
Yom, an+93) ! (Vfﬁgf) !
2
JS,Z nsqS EZ
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We have taken advantage of the definition of gyrofrequency for a charged particle in the

4B}

4,

presence of a magnetic field 2 = . Equation (3-7) is a complete, though cumbersome

expression for the current density. We can construct a conductivity tenser such that all of
the information in Equation (3-7) is expressed in a simple, compact version of Ohm’s law.

Let us make the following substitutions.

ng’ [ v
Op,=—""|—F5"= 3-8
T v+ e

2

ngq Q

Oy,= m (—Vz +‘Qz) (3-9)
2 -
mSVSn

Equations (3-8), (3-9) and (3-10) are called the Pedersen, Hall and parallel (to the
magnetic field) conductivity for a single charged particle species, respectively. Using
these substitutions, we can now construct a compact version of Ohm’s law with a tenser

conductivity O,.

OP,S OH,S 0
J. =G, *E; G,=|-04, 0,, O (3-11)
0 0 Oy,

Accounting for all charged particle species, we simply sum the contribution for each

individual species.

J=2JS=26S.E=6.E (3_12)
Op, Oy, o, Oy 0
o= E&S = E -0y, Op, 0 |=|-0, o0, O (3-13)

1o 0 o, |0 0 o

S

Our final form of Ohm’s law with a complete conductivity tenser becomes
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J=G*E; 6=|-0, o, O (3-14)

0 0 o,
The terms along the diagonal allow for current flow in the direction of the electric field,
while the Hall term allows for current flow perpendicular to both E and B. If the
collision frequency is significantly large (v, >>Q), then the Pedersen conductivity term
simply reduces to the parallel term and the Hall term is smaller yet by a factor of

(Q,/v_,). Thus, in the collisional atmosphere, we can approximate Equation (3-14) with

a scalar equation.
. ng:
J = oF; o=yt (3-15)
N mSVSn

The diagonal terms of the tenser conductivity all reduce to the same expression, which we

call the collisional conductivity. We can ignore the Hall cross term because (€ /v,,) <<,

Conversely, if the cyclotron frequency is large (Qs >> V), then the Hall term reduces to

2
Oy =ng /mE& and the Pedersen term is smaller by a factor of (Ve:/$). The reduced

Hall term is simply another way of expressing ExB guiding center drift. We can
estimate where the maximum Pedersen conductivity will be by setting its first derivative
to zero and holding Q constant (which is nearly true for an altitude profile between 20 —
150 km in a given location since the magnitude of the magnetic field is almost constant).
This estimation excludes an effects of hydration, which can increase the charge-carrier
mass and increase the gyrofrequency. The result is that we get a maximum Pedersen
conductivity when the collision and cyclotron frequencies are equal (v, =€ ). Figure
3.1.1 shows calculated collision and cyclotron frequencies for electrons and constituent
ions. (We will discuss models used to make these calculations in the coming sections.)
We can see that we expect local maxima for the Pedersen conductivity at 70 km (due to
electrons) and just above 120 km (due to ions). The ion-neutral collision frequency is

much smaller at 120 km than the electron-neutral collision frequency is at 70 km.
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Figure 3.1.1 Ion and electron cyclotron and collision frequencies as a function of altitude. Collision
frequencies are the dashed black lines. Electron cyclotron frequency is the solid blue line and ion cyclotron
frequencies for O2, NO and O ions are given by solid magenta, red and green lines, respectively. These
values are computed using MSISE-90 neutral density and temperature profiles for 70° S, 345° E, 06:00 UT
January 20™, 2005.

3.2 Models of Neutral, Ion and Electron Density Profiles

When looking at the equations in the previous section, it is clear that in order to calculate
atmospheric and ionospheric conductivity at a given location, we need to know about the
neutral and charged populations. Because it is impossible to make simultaneous
measurements on a fine, global scale, we must use models to estimate neutral and charged
population characteristics. We use the Mass Spectrometer — Incoherent Scatter (MSIS,
specifically MSISE-90) model for neutral atmosphere composition, density and
temperature. For the ionosphere above 120 km, we use the International Reference

Ionosphere (IRI) model for charged particle composition, density and temperature. From
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20 km to 150 km (in some cases 120 km), we use the Sodankyld Ion Chemistry (SIC)
model for charged particle composition and density. Each of these three models is

described in the following sub-sections.

3.2.1 MSISE-90 Neutral Atmosphere Model

The original Mass Spectrometer — Incoherent Scatter (MSIS) model was first introduced
in a pair of papers by Hedin et al. [1977a; 1977b]. The basis of this empirical model
comes from mass spectrometer measurements of N, from five different spacecraft (AE-B,
Ogo 6, San Marco 3, Aeros A and AE-C) and temperature measurements from four
incoherent radar ground stations (Arecibo, Jicamarca, Millstone Hill and St. Santin) during
an epoch that spans 1965 to 1975. MSIS sorted the data into different regimes based on
latitude, altitude, average UV flux (given by F,,), day of the year, local time, UV flux

deviation from the average (F,,, - F,,,) and geomagnetic activity (A, index). The output

of the model provided global temperature and N, density, which resolved annual,
seasonal, diurnal and semi-diurnal fluctuations. The original model also output global O,
He, Ar, O, and H densities to varying degrees of accuracy. The 1980s saw improvements
to the original MSIS formulation, which included more satellite data, rocket composition
data as well as re-evaluation and addition of empirical fit constants [Hedin, 1983; 1987].
MSISE-90, the version used in this analysis, extended the range of the previous (MSIS-
86) model into the mesosphere and lower atmosphere. Most of the data used for the
extension came from the Middle Atmosphere Program 16 Handbook [Barnett and Corney,
1985]. A complete description of the MSISE-90, along with various error estimates can
be found in a paper by Hedin [1991]. The best estimate for errors in density below 90
km is 5% whereas above 90 km errors are estimate to be as high as 20% (and could be a
result of lightning activity). The MSISE-90 model can be downloaded or run in an online
version through NASA’s Model Web [GSFC, 2008]. Figure 3.2.1 shows number density
of O, N, and O, as well as temperature from the ground to 350 km for a specific location

and time (70° S, 345° E, 0600 UT January 20™, 2005).
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Figure 3.2.1 MSISE-90 number density and temperature. On the left, densities of O, N, and O, in cm” and
on the right, temperature in Kelvin. Each is given as a function of altitude for 70° S, 345° E, 06:00 UT

January 20™, 2005.

There is a newer version of the MSIS model, NRLMSISE-00, developed by the Naval
Research Laboratory. This newest version was not used for conductivity modeling for

consistency with the SIC model, which uses the M SISE-90 version.

3.2.2 International Reference lonosphere Model
The International Reference Ionosphere (IRI) is the standard model used for specification

of ionospheric parameters. It has been described by working groups of the Committee
On SPAce Research (COSPAR) and the International Union of Radio Science (URSI) as
the “best of the best” [Szuszczewicz et al., 1998]. The IRI model describes the ion and
electron densities, temperatures and velocities. Much like the MSIS model, the IRI is
constantly being upgraded. However, the basic function of the model remains consistent.
The main external drivers for the IRI model are sunspot number (R) and solar radio flux

(F,,,) [Bilitza, 2001]. F,,, solar radio flux is used as a proxy for EUV ionizing solar

radiation because EUV cannot be monitored from the ground and there are no long-term
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(greater than one solar cycle) space-based EUV records. (NASA’s TIMED spacecraft
was launched in 2001 and has a EUV sensor. This data has not yet been incorporated
into the IRI model.) Sunspot number and F,,, radio flux have long ground-based data
records. The IRI model is capable of describing long-term (yearly) ionospheric
parameters and is less accurate in shorter timescales (i.e., monthly, weekly, daily) [Bilitza,
2001]. Therefore, in order to gain better temporal resolution, other drivers are being
investigated and added. These include the global ionospheric index (IG) [Liu et al., 1983]
derived from representative radiosonde data as well as total electron content from GPS

satellites.

Comprehensive error estimates for IRI output parameters are not well defined because the
IRI model is a collection of other models designed to work under various conditions in
different ionospheric regions. However, to get an idea of the error associated with our use
of the IRI model, let us look at electron density in the least well-defined regions: the D
and E regions. The natural electron density at a particular altitude in these regions can
vary by more than three orders of magnitude due to day-night asymmetries, seasonal and
solar cycle dependences, and geomagnetic activity. There have been a large number of
observations (~275 rocket flights launched from a handful of locations) of these variable
regions aimed at characterizing spatial and temporal fluctuations. With this in mind, let us
look at summertime D-region electron density measurements along with IRI model
predictions in Figure 3.2.2 [based on Danilov et al., 1995]. This figure shows that
although there is some variability, model estimations generally agree with observations.
Unfortunately, Danilov et al. did not include quantitative fit coefficients. The estimated
mean error for IRI electron densities between 60 km and 120 km is a factor of 2.6
[Friedrich and Torkar, 2001]. Barnum [1999] showed that IRI-modeled peak electron
densities above 200 km could be as much as a factor of 2 lower than calculations based on

rocket-based whistler wave dispersion measurements. Figure 3.2.3 is a sample number
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Figure 3.2.2 IRI electron density. Model output (solid line) and rocket measurements (dots) are shown in
the summer time D-region at 80 km as a function of solar zenith angle. Based on Danilov et al. [1995].
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Figure 3.2.3 IRI ion and electron density. Electron (blue), O+ (green), NO+ (red) and O2+ number

densities are given as a function of altitude from 120 km to 300 km. This profile is for 70° S, 345° E, 06:00
UT January 20™, 2005.

density output of the IRI model for 70° S, 345° E, 06:00 UT January 20", 2005.
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A complete description of the IRI model is given by Bilitza in a NASA technical
memorandum [Bilitza and World Data Center, 1990]. An online web-based IRI model can
be found on NASA’s modelweb page along with links to the most current IRI version
[GSFC, 2008]. For the work presented in this text, IRl -2001 was used. Detailed

parameters can be found in Appendix C.

3.3 Sodankyli Ion Chemistry Model
The 1-D Sodankyld Ion Chemistry (SIC) model is similar to the IRI model in that it

describes ion and neutral densities as a function of altitude for a given location and time.
What sets the SIC model apart from the IRI model is: A) the comprehensive inclusion of
many (79) ion and neutral species; B) the ability to include energetic particle precipitation
directly into species continuity calculations; and C) a validity range from 20 — 150 km,
where energetic particle precipitation effects are greatest. These advantages make the SIC
model ideal for case studies of lower atmosphere and ionosphere dynamics during
energetic particle precipitation events. However, the SIC model is relatively new.
Earnest development efforts to evolve SIC into a tool began in the late 1990s. Thus, the
SIC model is just beginning to be used within the field of space physics. The SIC model
has been used to study various phenomena during energetic particle precipitation events,
including whistler-induced electron precipitation [Rodger et al., 2007], VLF radio wave
propagation [Clilverd et al., 2006] and ozone population dynamics [Seppdld et al., 2006],
to name just a few. The work described in this text is the first application of the SIC
model to atmospheric and ionospheric conductivity. Because this application is a new
endeavor, we will present the SIC model in greater detail than either the MSIS or IRI

models.

Originally, the 1-D SIC model was developed to help describe quiet-time D-region
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dynamics by keeping track of concentrations of multiple ion species (24 positive and 11
negative) [Turunen et al., 1996]. After several revisions, the SIC model now includes 79
different ion and neutral species (36 positives, 28 negatives and 15 neutrals) over an
altitude range of 20 — 150 km. The most complete description of the most recent SIC
version used in this analysis is in the Ph.D. dissertation of Verronen [2006]. In order to
calculate the concentration of each species, a time dependent continuity equation of the

following form is solved.

3-16
a;ls = PY - Lsns - V ) (n.\"ljs) ( )
¢

Here, n, is the number density, P, is the local production rate, L n_ is the local loss rate
and v is the average velocity for a given species j. The last term on the right hand side,
V- (n,), 1s atmospheric vertical transport (e.g., an upward wind). Although Equation
(3-16) is a straightforward definition for a given species’ number density, the challenge of
the SIC model comes from the large number of species and the complex chemistry

involved. Detailed flow diagrams of that representative chemistry can be found in Figures

4.3 and 4.4. of Verronen [2006]

One of the primary ionization and dissociation sources in the collisional atmosphere and
ionosphere are energetic UV and EUV photons. Based on the SIC model description by
Verronen [2006], the SIC model uses daily average 1 AU photon flux rates determined by
the SOLAR2000 model [Tobiska et al., 2000]. Specifically, radiation flux is taken in 1 nm
bins between 1 - 423 nm, 39 individual EUV spectral lines between 1.86 — 105.0 nm and
the Lyman-a line. These various radiation inputs are standard outputs from the
SOLAR2000 model and an empirical approximation for the Lyman-a given by Thomas
and Bowman [1986]. Using the Beer-Lambert law, solar flux is determined at each
altitude for each wavelength by the following:
I(Az,x) = 1,(A)e ™% (3-17)

On the left hand side of Equation (3-17), I is the solar flux as a function of wavelength,
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A, altitude, z and solar zenith angle, ). On the right hand side, I, is the incident solar

flux at the top of the atmosphere and t is the optical depth of the atmosphere. Based on

Equation (3-17), ionization rates at each altitude can be calculated by the following:

0,(zx) = [ 1(hz.0m,(W)o,(n (2)dA (3-18)

Here, Q, is the ionization rate, 7, is the efficiency for ionization/dissociation, o is the
absorption cross-section, and n, is the number density for a given species s. (See

Turunen et al. [1996] for a more complete derivation of Equation (3-18).

The last ionization input to the SIC model is energetic particle precipitation. Here, we
describe how protons are presently handled by the SIC model. As of now, only proton
precipitation is directly handled by the SIC model. Effects from electrons and photons
are not yet included directly. (See Section 3.5.3 for more discussion of electron
ionization.) Here, we will outline the process of calculating ionization rates due to solar
energetic proton precipitation as detailed by Verronen [2006]. Energetic proton flux from
the geosynchronous GOES spacecraft in integral channels between >1 MeV and >100
MeV is used for the SIC proton input. The GOES integral proton flux is converted into a
differential flux between 600 keV and 2000 MeV. Based on a case study of six different
SEP events, Freier and Webber [1963] concluded that each event was best represented by
an exponential number rigidity spectrum of the following form:
J=Jeth (3-19)

Here, J is the integral proton flux and P is the proton rigidity (momentum p per unit
charge g). Over the course of an individual SEP event, Freier and Webber [1963]
determined that the flux spectrum was not constant, but the exponential nature of the flux
spectrum held true. We define rigidity P as a function of the individual proton kinetic

energy E, proton mass m,, and the speed of light c.

1
p=§=_,/E(E+2mpc2) (3-20)

qc
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From the GOES observations (or observations from similar spectrometers), we know the
integral proton flux as a function of energy J(E) at several discrete energy values. We can
calculate integral flux as a function of rigidity J(P) using Equation (3-20). With our
assumed relation for integral flux in terms rigidity, we can solve for the characteristic
rigidity P, and the characteristic proton flux J, using Equation (3-19) for each pair of

GOES energy channels E; and E.,, (and therefore rigidity channels P; and P ;).

_ })1 - Pi+1
° InJ,, -InJ, @21
J =ex Piln‘]i+1 ~ Pi+lJi 3.22
0 P P.-P (3-22)

By employing this method, we are assuming that the exponential relation in Equation
(3-19) for integral proton flux is valid between each pair of energy channels E, and E,,,.
Substituting back into Equation (3-19), we can calculate the integral flux J(E) at any
energy. Using a grid of & intervals, the integral spectrum is then described by the
following:
J, =Je ', (3-23)

Here, J, and P, are different for rigidities bins corresponding to different energy channel
pairs E, and E,,;. Then, we can easily convert integral flux into a differential flux F, on

a grid with k intervals of our choosing.

J.-J
F,=—f—- (3-24)
E k+l E k
The energy bins are then centered at E,, given by
E E
E, = % (3-25)

Finally, we have differential proton flux F, at a set of discrete of energy values E,. We
call this method the “piecewise” method because it treats pairs of data points as separate
pieces of an integral proton spectrum that are independent of each other. If we were to

convert from integral to differential energy spectra using Equations (3-24) and (3-26)
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without assuming a spectral shape (here, using Equation (3-19)), then we would only
have (i — 1) differential spectrum values (where i is the number of integral energy bins).
We use the exponential integral spectral shape assumption to provide a higher resolution

in the resultant differential spectrum.

Freier and Webber [1963] assert that Equation (3-19) is generally a good fit to the integral
proton flux spectrum for solar proton events. However, for any given measurement, we
do not know how well the actual proton spectrum fits this assumption. Using the
method described above, discontinuities appear when the assumed integral spectrum does
not accurately describe the real measured spectrum. Figure 3.3.1 and Figure 3.3.2 give
examples of both integral and differential spectra one half of an hour after a solar proton
event onset on January 20™, 2005 and two hours after onset. Figure 3.3.1 has a relatively
poor fit compared with Figure 3.3.2 because our initial assumption that the integral
spectrum could be well described by Equation (3-19) does not readily apply. Looking at
Figure 3.3.1, it is evident that some care must be taken when examining individual spectra.
We discuss methods that could be employed in the future to avoid discontinuities and
calculate the error associated with converting from integral to differential spectra in

Section 3.5.2.

After calculating a differential proton flux spectrum, the incident protons are propagated
through an ionization model of the atmosphere using a method based on the range-energy
relation for protons in air [Bethe and Ashkin, 1953]. Range (R) describes the amount of
material the protons travel through and is given in units of mass per area (often g cm™).
The range-energy relation can be written in the following form:

R(E)=aE". (3-26)
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Figure 3.3.1 GOES 11 integral and differential proton flux at 07:30 UT January 20", 2005. Proton flux
one half of an hour after SEP event onset (07:30 UT after onset at nearly 07:00 UT). The black stars are
the GOES 11 integral measurements. The solid blue line is the piecewise fit to the observations. The blue
circles are the calculated differential proton flux values. The error bars on the data (marking the estimated
15% uncertainty) are not easily noticeable because they are small with respect to the marker size.
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Figure 3.3.2 GOES 11 integral and differential proton flux at 09:00 UT January 20™, 2005. This plot is
very similar to Figure 3.3.1, except the data are from two hours after the SEP event onset (09:00 UT after
onset at nearly 07:00 UT). The black stars are the GOES 11 integral measurements. The solid blue line is
the piecewise fit to the observations. The blue circles are the calculated differential proton flux values.
The error bars on the data (marking the estimated 15% uncertainty) are not easily noticeable because they
are small with respect to the marker size.



73

Here, R is the range, E is the kinetic energy of the proton and a and b are experimentally
determined parameters. It is assumed that all energy deposited by a precipitating proton
is lost to ionization [Rees, 1982]. Based on procedures originally used by Reid [1961]

and again by Rees [1989], the amount of energy deposited at a given altitude (z,) with a

pitch angle 6 is given by

dE (dR(E,zO,a))‘1
— = =2 (3-27)
dx dE
where
1 7 n(z
R(E,z,,0) = R(E) - —— ( )dz (3-28)

n(0) " cosf
is the range remaining at altitude z, while n(0) and n(z) are neutral number density
values at the ground and altitude z, respectively. The right hand side of Equation (3-28)

gives the total range of a proton with energy E less the range into the atmosphere already

traveled to reach altitude z,. We can find the ionization rate due to a single proton by
dividing the energy lost at a specific altitude, o by the average ionization energy,
by

Ae=35eV [Rees, 1989]. Then, in order to get the total ionization rate O, we need to

multiply Equation (3-27) by the proton flux, F(E), and integrate over energy and angle.
1 dE .
0(z, =Efff(_d )F(E)sm@d@dtpdE (3-29)
X

With Equation (3-29), we can take a solar energetic proton spectrum and calculate an
ionization rate profile. This SEP-induced ionization rate is used as an ion production

term in Equation (3-16).

3.4 Full Atmosphere-Ionosphere Electrical Conductivity Model

After describing the basis for our atmosphere-ionosphere conductivity model, we can
now put all the pieces together for a final product. We can directly solve Equation (3-14)
using the model values calculated using a combination of the MSISE-90 neutral

atmosphere, IGRF magnetic field, IRI ionosphere charged particle density and SIC
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atmosphere/lower ionosphere charged particle density and our own ionization rate
models. The only parameter we do not get from one of the sources listed above is the ion
neutral collision frequency. For this, we use the following empirical formula derived from
EICSAT radar measurements given in [Kirkwood et al., 1988].

v, =4.305x107"° (nN, + 0.9810, +0.57n0) s™'

7 N (3-30)
v, =1.5x100" (nT)) s

Here nN,, nO,, nO and n are the number densities (m'3) of molecular nitrogen, molecular

oxygen, atomic oxygen and the total neutral number density, respectively. The electron

temperature is given by 7, (K), which we assume to be equal to the neutral temperature in

the collisional atmosphere (SIC model) where we do not have explicit model temperature

estimations.

Figure 3.4.1 shows one set of model outputs taken at 70° S, 345° W at 06:00 UT on
January 20", 2005. The parallel, Pedersen and Hall conductivity profiles are given by
black, red and green lines, respectively. There is a discontinuity at 120 km, which is the
boundary of where the SIC (below 120 km) and IRI (above 120 km) charged particle
densities are used. Hall conductivity is not calculated above 120 km because the IRI
model does not give separate ion and electron densities. Combined with a collision
frequency that is much lower than the cyclotron frequency above 120 km, the ion and
electron terms effectively cancel out. Geophysically, the Hall term will drastically
decrease with increasing altitude above 120 km. For this particular time and location,
there is relatively little residual solar energetic proton precipitation resulting from the SEP
event that began on January 17", 2005. The maximum hall conductivity occurs near 300
km with the maximum electron density. Meanwhile, the maximum Pedersen conductivity
is near 120 km where the ion cyclotron and ion-neutral collision frequencies are equal.
The parallel term is monotonically increasing with altitude as the neutral density

decreases. In the lower atmosphere, just above 40 km, there is a knee in the
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Conductivity Profile
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Figure 3.4.1 Conductivity profiles based on our new, complete model. Parallel, Pedersen and Hall

conductivity is represented by the black, red and green lines, respectively. The model is for 70° S, 345° W
at 06:00 UT on January 20" 2005.

-18 16 14 3

parallel/Pedersen conductivity. Below this knee, water group ions carry a significant
amount of charge. If water group ions are ignored in this region, conductivity values can

be off by more than an order of magnitude.

We can build a conductivity profile for any location on any day for which we have the
appropriate model data and input conditions. As mentioned in Section 3.1 knowing
conductivity values is extremely important for many electrical phenomena. In subsequent
chapters, we apply our new conductivity model during energetic precipitation events and

compare the results to MINIS balloon observations.

3.5 Additions to the Sodankyli Ion Chemistry Model Particle
Precipitation Handling

The SIC model has proven to be extremely useful for producing estimates of ion densities
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in the collisional atmosphere and lower ionosphere. In our work using the SIC model, we
have successfully built a new atmosphere-ionosphere conductivity model that includes
ionization from precipitating energetic protons. After working with the SIC model
output and the energetic proton input, we feel that the model can be improved by: A)
taking solar proton spectra from polar orbiting satellites instead of geosynchronous; B)
calculating the differential proton flux spectrum with an estimated error; and C) including
ionization from energetic electron precipitation. These modifications have not yet been

included in the SIC model and are described in detail in the sections that follow.

3.5.1 Energetic Protons from Polar Orbiting Satellites
The first new feature to add to the SIC model is the capability to use the polar-orbiting

POES satellite high-energy proton measurements instead of the geosynchronous GOES
detectors to determine incident proton flux. This has the benefit of using a measured
particle flux only a few hundred kilometers above the affected atmosphere and removes
some of the assumptions that are needed when taking proton flux data from tens of
thousands of kilometers down geomagnetic field lines. In addition, since the POES
satellites sample all rigidities, this method could be used to probe the rigidity cutoff
transition region. In this case, however, we will limit our discussion to the deep polar cap
region. GOES satellites at geosynchronous are assumed to sample the energetic proton
spectrum that will have direct access to the polar cap in the current version of the SIC

model.

The most energetic proton data from POES is supplied as count rates in four omni-
directional detector channels. We must convert count rates into flux rates by following a
method described in the POES space environment monitor technical handbook [Evans

and Greer, 2000]. In order to find the number flux N, we solve
N = [ [ [J(#.0)sin0cos0d0dgdA, 3-31)

where 6 and ¢ are polar and azimuthal angles with respect to the detector surface element
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dA. The procedure for solving Equation (3-31) involves integrating over the detector faces
to get a geometric factor and subtracting count rates from lower energy bins to get
differential proton flux. However, since the detector is omni-directional, assumptions
need to be made on the angular distribution of the particle counts and thus, the limits of
integration for Equation (3-31). Two common angular distributions are isotropic and
isotropic to a given polar angle, which is typical for solar energetic particle events [Evans
and Greer, 2000]. Figure 3.5.1 shows a typical solar energetic proton distribution

incident on a POES detector in polar coordinates with the vertical axis pointing along the

B field Q2 precipitate

6 SEP
/

Q bounce

Q2 empty

to earth

Figure 3.5.1 Graphic depiction of POES omni-directional energetic proton detector particle distribution
for a solar energetic particle event. Proton flux is assumed isotropic over the entire green and cyan shaded
area and zero for the white area. The green area represents the solid angle of protons that will eventually
precipitate and the cyan area represents protons that are bouncing and not being lost to the atmosphere.
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Table 3-1 Integral proton flux for a completely isotropic distribution and for an SEP distribution with
SEP =75° [from Evans and Greer, 2000].

Integral Proton Flux J (protons cm™ s™ str’)

E min Isotopic 6 SEP = 75°

16 MeV 0.849 CRs — 0.667 CRs 0.849 CR¢ — 0.508 CRs
35 MeV 0.849 CR7; — 0.667 CRs 0.849 CR; — 0.508 CRs
70 MeV 0.182 CRs 0.341 CRs
140 MeV 0.182 CRy 0.341 CRy

geomagnetic field line. (Each pie wedge indicates particles traveling from a given direction
toward the center of the circle.) The image is a cross section of an axially symmetric
sphere. The shaded regions depict regions of solid angle where the proton distribution is
isotropic. The white area stands for the solid angle that has no particle counts at all.
When considering which particles of those counted actually precipitate, we must only
include the green shaded area, denoted €2ccipitate» and not the cyan shaded area, unce-
The particles in the bounce solid angle are downward moving protons (8 sgp to 90°) that
then bounce below the satellite detector and pass through again (90° to 90° + 6 ggp).
Assuming that protons with a 90° pitch angle can bounce at 150 km above the earth’s
surface, the smallest 6 sgp can be is 60°. However, a more typical value for 6 ggp is 75°
[Evans and Greer, 2000]. Without additional information, there is no way to know for
sure what 6 ggp is for any given solar proton event or for a particular observation. Table
3-1 gives the integral proton flux in terms of count rates in the four omni-directional
detectors for an isotropic distribution and SEP distributions for 8 ggp = 75°. The values
for J listed in Table 3-1 are not the final flux we are interested in because they include
particles counted in £);ccipitate AN Lpounce. We assume that all particles in the €2,5u5ce s0lid
angle mirror somewhere between the satellite in LEO and the top of the atmosphere (150
km). Therefore, to get the precipitating integral proton flux, Jy,ecipirae, at the top of the
atmosphere, we count only the protons in the solid angle, Qyccipitae. W€ assume that the
protons in the solid angle €2, ccipitarc Measured at the satellite will change their pitch angle

such that 0 ggp = 90° at 150 km. This means that the SEP distribution that once covered
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the solid angle € ccipitate, 18 distributed over 2w steradians at the top of the atmosphere.
We must normalize the integral flux values determined using Table 3-1 by a ratio of solid

angle. Our expression for J,ccipiwe then becomes

Q
precipitate
Jprecipitate = ‘] 2][ . (3-32)

With the GOES data set, there are continuous measurements of energetic proton flux at
geosynchronous which are assumed to precipitate into the polar caps. Therefore, it is
possible to get a continuous proton flux estimate from one single spacecraft. However,
with POES sampling all L-shells, we must pick the correct spacecraft location and proton
spectra to use for a particular analysis. Fortunately, there are multiple POES spacecraft
in orbit to choose from (three in January 2005), providing near-continuous observations.
In order to compare with GOES measurements and evaluate the full solar proton
spectrum (and not a partial spectrum where lower rigidity protons are cut off), we only

evaluated periods of enhanced flux above L=6.

Figure 3.5.2 shows raw omni-directional proton channel counts for one single POES orbit
during the solar proton event on January 20", 2005. The solar energetic protons are
represented by the large plateaus. We select only the proton spectra corresponding to
time between the vertical dashed lines with high count rate and L>=6 (for P6, these points
are highlighted with black markers). We want to ignore the South Atlantic Anomaly
(SAA) and the other unknown enhanced particle distribution (labeled “?” in Figure 3.5.2).
One hypothesis is that the unknown distribution is a result of energetic electrons
contaminating the proton detectors. However, the source of these counts is beyond the
scope of this work. We will simply not include them in our analysis because we are
focusing on precipitation at higher L-shells. Figure 3.5.3 shows the count rate for POES
15, 16 and 17 as a function of L-shell. The SAA is clear between L=1 and L=2. The
unidentified distribution of particle counts can be seen at L=2 and spreading perhaps as

far as L=4.5. SEP proton counts can be seen above L = 3.5 extending all the way to the
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Figure 3.5.2 POES 15 omni-directional energetic proton raw counts for one orbit on January 20", 2005.
The blue, red, green and magenta lines are the count rates for P6 (>15 MeV), P7 (>35 MeV), P8 (>70
MeV) and P9 (>140 MeV), respectively. The areas between the vertical dashed lines represent times when
POES 15 was above L=6 in the southern (SH) and northern hemisphere (NH). Times where there is an
acceptably high P6 count rate are highlighted with black markers. The South Atlantic Anomaly and an
unidentified particle population are also clearly visible.

POES P6 Raw Counts

SAA. ... . PolarCapFullFlux

P6 Raw Omni Proton Counts
o

5 6
L-shell

Figure 3.5.3 POES 15, 16 and 17 P6 raw counts as a function of L-shell. Both the South Atlantic
Anomaly and the unidentified particle population are clearly evident. For use in comparing with GOES
data, we only use POES proton flux data when each satellite is above L=6, marked by the dashed vertical
blue line.
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POES P9 Omni Proton Counts
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Figure 3.5.4 POES 15, 16 and 17 raw P9 (>140 MeV) energetic proton counts. The black dots represent
the proton data collected above L=6. There are no large north-south asymmetries.

pole in a nearly uniform distribution. The counts to the right of the vertical blue line in
Figure 3.5.3 represent the same L-shell cut off highlighted with black markers in Figure
3.5.2. By using only time periods where a POES satellite is observing SEP protons

above L=6, we can eliminate contamination from the SAA and unknown sources.

Since the POES spacecraft sample both hemispheres alternately, we must check to see if
there are any asymmetries between the northern and southern hemisphere. Figure 3.5.4
shows the P9 counts from POES 15, 16 and 17 for the entirety of January 20", 2005. It
is apparent that the general trend of the count rate after SEP onset is monotonically
decreasing. There are no large north-south asymmetries. The POES spacecraft are
essentially sampling the same energetic proton population while they are in either polar
cap. Since this is the case, we use a 10-point average (five nearest earlier and later points)
when creating an integral proton spectrum to feed into the SIC model. This has the effect
of ceasing to give precise time or location measurements and instead can be treated as

temporal and spatial averages applicable to either hemisphere.
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Let us now take a look at three example comparisons between the GOES and POES high-
energy proton spectra. In Figure 3.5.5, we show that POES data produce continuous
differential spectra shortly after SEP event onset. Figure 3.5.6 shows typical differential
proton spectra from POES and GOES from January 20™, 2005 after the SEP event. The
integral and differential proton spectra usually have similar shapes although the GOES
spectra often have larger discontinuities. This suggests that the integral proton spectra
observed at POES fit the assumed exponential in Equation (3-19) better than those
observed at GOES. Figure 3.5.7 presents a common feature in the GOES data set where
an enhancement occurs in the lowest-energy channel (>1 MeV). Figure 3.5.7 shows an
instance where the lower energy proton channels in the GOES data set become enhanced.
This kind of enhancement occurred several times on January 20", 2005. GOES 11 and
GOES 10 (GOES 10 data not shown here) both observe enhancements in the lowest
energy proton channels at the same time (to within the 5 minute time-steps). There are
no coincident enhancements in the POES energetic proton data. However, the minimum
omni-directional energy channel on POES is generally too high (>16 MeV). Figure 3.5.8
shows a comparison of the energetic proton flux data from GOES as well as energetic
omni-directional proton flux, lower-energy directional proton flux, and electron flux data
from POES. Only the POES 0° pitch angle electron channels observe flux enhancements
at 14:00 and 16:00 UT, coincident with the GOES proton enhancements. There are no
enhancements in the lower energy directional proton channels. It is entirely possible that
the GOES proton enhancements represent a localized equatorial enhancement that did not
extend into the polar regions. If this indeed is the case, then using the POES proton
observations, as opposed to those from GOES, would provide a more accurate input to

any SEP precipitation model.
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Figure 3.5.5 GOES and POES integral and differential proton flux comparison at 07:00 UT January 20",
2005. Black asterisks and squares mark the GOES and POES observations, respectively. The solid curves
show the integral fit to the observations. The circles are the calculated differential flux spectra. This is the
same GOES 11 data as in Figure 3.3.1. The POES data produce a much smoother differential spectrum at
this specific time. The error bars on the data (marking the estimated 15% uncertainty) are not easily
noticeable because they are small with respect to the marker size.
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Figure 3.5.6 GOES and POES integral and differential proton flux comparison at 09:30 UT January 20",
2005. Black asterisks and squares mark the GOES and POES observations, respectively. The solid curves
show the integral fit to the observations. The circles are the calculated differential flux spectra. This is the
same GOES 11 data as in Figure 3.3.2. The GOES and POES data produce similar differential spectrum at
this specific time, but the GOES spectrum still has jumps. This is a typical comparison for measurements
on January 20™, 2005. The error bars on the data (marking the estimated 15% uncertainty) are not easily
noticeable because they are small with respect to the marker size.
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Figure 3.5.7 GOES and POES integral and differential proton flux comparison at 16:20 UT January 20",
2005. Black asterisks and squares mark the GOES and POES observations, respectively. The solid curves
show the integral fit to the observations. The circles are the calculated differential flux spectra. The GOES
low energy proton flux (> 1 MeV) is enhanced with respect to the expected spectral shape. POES does not
have a> 1 MeV channel. The error bars on the data (marking the estimated 15% uncertainty) are not easily
noticeable because they are small with respect to the marker size.
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Figure 3.5.8 Various GOES and POES particle detector data looking for jump in low-energy channels.
Here, we show: (a) GOES energetic proton flux; (b) POES omni directional protons; (c) directional
protons; and (d) directional electrons. Only the POES 0 degree pitch angle measures an increased count
rate at the same time as GOES proton enhancements.

Taking POES energetic proton data is an acceptable replacement for GOES data based on
the comparisons made in this section. The advantages to using POES data are: 1) nearly
in-situ energetic proton measurements near the precipitation region; 2) the ability to select
a specific L-shell or location to take a proton spectra; and 3) the ability to check for
north-south asymmetries in precipitation. There are disadvantages to using POES as

well, namely: 1) non-continuous temporal coverage; and 2) as of now, the data require
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much more processing and an assumption about the loss angle.

3.5.2 Differential Proton Flux Spectra with Estimated Error
One problem with the procedure for taking the GOES and POES integral energetic proton

flux data and producing a differential flux spectrum (outlined in Section 3.3) is that there
is no real measure of the error in doing so. Essentially, Equation (3-19) was solved for
each pair of integral flux data points and no account for the rest of the spectrum was
made. At certain times, this resulted in step functions with discontinuities at the
minimum threshold energy (e.g., Figure 3.3.1 at 5, 10 and 30 MeV). There is no physical
reason for the discontinuities and no measure of the error associated with the current
fitting method. In order to address these issues, we introduce an alternate method for
calculating the differential flux spectra that evaluates each temporal observation as a
whole and provides an error estimate. We provide multiple examples that compare this

alternate method with the method used in previous analyses.

The basic notion of this alternate method is to assume that Equation (3-19) fits the entire
integral flux proton spectrum and not simply values in adjacent bins. We will call this the
“complete” method because it fits the complete data set to an exponential at one time and
does not separate pairs of data points as the earlier method did. Restating Equation
(3-19), the integral flux J as a function of rigidity P becomes
J=Je "', (3-33)

Taking an integral flux spectrum at a given time, we use both a nonlinear and linear least
squares fit (using a Trust-Region algorithm) to find the constants J, and P,. Along with
the constants, we can provide an error estimate for the fit in the form of goodness of fit
statistics adjusted R-square. We provide several examples comparing the piecewise
method outlined earlier with our alternate nonlinear and linear fits using GOES and POES
observations. For each of our alternate fits, we also include 95% confidence bounds as

well as adjusted R-square values.
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Figure 3.5.9 GOES proton flux calculated from piecewise and nonlinear fits at 09:00 UT. The black
asterisks are the GOES integral flux observations. The solid blue line and blue circles are the piecewise fit
calculated integral and differential spectra, respectively. The solid red line is the nonlinear integral proton
spectrum. The dashed lines are the 95% confidence bounds for the integral spectrum. The red circles mark
the nonlinear differential spectrum. The red dots are differential spectra calculated using the 95%
confidence bound values from the nonlinear fit. Estimated errors of 15% in the measurements are plotted.
They are not noticeable because the error bars are nearly the same size as the markers themselves.
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In Figure 3.5.9 we show GOES data from 09:00 UT on January 20", 2005 along with a
piecewise fit and a non-linear fit. There are two distinct advantages clearly evident. The
nonlinear fit to the entire integral energy spectrum results in smooth spectra. There are
no piecewise-induced discontinuities. We also have an estimate of the error given by the
adjusted R-square value. With a value near unity, we have a quantifiable confidence in our

nonlinear fit.

With the advantages of providing continuous spectra and estimates of fitting error, we
proceed by comparing the difference between nonlinear and linear fits. The linear fitting
method is exactly the same as the nonlinear except we fit the natural logarithm of
Equation (3-33). We provide five examples comparing the fit methods, three using GOES
and two from POES. In Figure 3.5.10, we show GOES integral proton observations along
with spectra calculated from nonlinear (red) and linear (green) fitting methods one half of
an hour after SEP event onset at 07:30 UT. Directly after SEP onset, the piecewise
fitting method produced discontinuities as large as three orders of magnitude (see Figure
3.3.1). Both of our alternate methods produce no discontinuities and give adjusted R-
square values of > 0.75. We see that the linear fit has an adjusted R-square value closer to
unity (0.82 as opposed to 0.76). The linear fit 95% confidence intervals are also smaller.
This is typical for the period of time directly after the SEP event onset on January 20",
2005. For much of January 20", 2005 following the SEP event onset, however not
immediately afterward, the linear and nonlinear fitting methods have similar adjusted

RMSE values (within 0.01) closer to unity (often about 0.97).

The last example differential spectra we show involves the enhancements in the lowest
GOES energetic proton channels as discussed in Section 3.5.1. We present GOES data
and integral spectra fits using the nonlinear method in Figure 3.5.11 and the linear method

in Figure 3.5.12 (separated for clarity). We see that the nonlinear fit method is much
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Figure 3.5.10 GOES proton flux calculated from nonlinear and linear fits at 07:30 UT. The black asterisks
are the GOES integral flux observations. The nonlinear fit spectra are in red and the linear fit spectra are in
green. The solid lines and circles are the calculated integral and differential spectra, respectively. The
dashed lines are the 95% confidence bounds for the integral spectrum. The dots are differential spectra
calculated using the 95% confidence bound values from the fit. Estimated errors of 15% in the
measurements are plotted. They are not noticeable because the error bars are nearly the same size as the
markers themselves. The adjusted R-square values are labeled simply “GOES adjRMSE” for the nonlinear
fit and “GOES linear adjRMSE” for the linear fit.
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Figure 3.5.11 GOES proton flux calculated from a nonlinear fit at 16:20 UT. The black asterisks are the
GOES integral flux observations. The solid red line and red circles are the nonlinear fit calculated integral
and differential spectra, respectively. The dashed lines are the 95% confidence bounds for the integral
spectrum. The red dots are differential spectra calculated using the 95% confidence bound values from the
nonlinear fit. Estimated errors of 15% in the measurements are plotted. They are not noticeable because
the error bars are nearly the same size as the markers themselves.
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Figure 3.5.12 GOES proton flux calculated from a linear fit at 16:20 UT. The black asterisks are the
GOES integral flux observations. The solid green line and green circles are the nonlinear fit calculated
integral and differential spectra, respectively. The dashed lines are the 95% confidence bounds for the
integral spectrum. The red dots are differential spectra calculated using the 95% confidence bound values
from the nonlinear fit. Estimated errors of 15% in the measurements are plotted. They are not noticeable
because the error bars are nearly the same size as the markers themselves.
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more sensitive to the low energy enhancement. In contrast, the linear method follows the
higher energy data points more closely. In light of our supposition that the low energy
enhancement is not likely to represent precipitating protons, the linear method is more

useful for SEP precipitation studies.

In summary, our alternate “complete” fitting method successfully provides continuous
integral and differential spectra with a quantified estimate of error. In all of the cases we
examined during the January 20", 2005 SEP event, the linear fitting method is nearly as
good (adjusted R-square values within 0.01) or better than (adjusted R-square values
closer to unity by 0.06) the nonlinear method. Additionally, the linear method is less
susceptible to low energy enhancements, which do not necessarily indicate a change in

SEP precipitation, found in the GOES data.

3.5.3 Adding Relativistic Electron Precipitation Induced lonization

As of now, the SIC model does not have a built-in method for taking ionization from
relativistic electrons into account. The framework of the SIC model is such that an
ionization rate profile due to precipitating electrons can simply be added as an additional
source term. In this section we describe how to take an incident relativistic electron
spectrum and determine the ionization as a function of altitude. Simply put, the method
propagates an electron down through the atmosphere, keeping track of the energy lost at

each altitude. From this energy loss, we calculate the ionization.

From empirical studies, electrons follow a range-energy relationship. This means that
electrons with a given energy can propagate through a given range of air. The range z of an
energetic electron is not a distance, but rather a mass density integrated along a distance
given in units of mass per area (often g cm™). An electron precipitating vertically into the

top of the atmosphere (200 km) will travel to a specific altitude (on average). The range
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Figure 3.5.13 Maximum penetration depth for an electron as a function of energy. The blue and red lines
are for electrons with zero and 45 degrees off-vertical angles of incidence, respectively.

that an electron travels into the atmosphere is the integrated mass density of the
atmosphere vertically above the stopping altitude. If that same electron precipitated at an

angle 6 with respect to vertical, then its range will be given by

h
cos’

z= (3-34)

where /4 is the integrated mass density along the vertical from the top of the atmosphere
to a given altitude. Figure 3.5.13 shows the range for electrons precipitating vertically
(blue) and at 45° from vertical (red) using range values determined from Berger and Seltzer
[1982] and MSISE-90 model atmospheric mass density. Instead of plotting range as a
function of energy, range has been converted into an altitude to which electrons can

penetrate.

The two primary ways for a precipitating electron to lose energy are through collisions
with neutrals and radiation. Electron energy lost over a given range Az is given by
AE =[¢e,(E)+¢,,(E)]Az. (3-35)

The stopping power (or the energy lost per unit range) for collisions and radiation is ¢,
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Figure 3.5.14 Electron stopping power in air. The blue line represents collision stopping power and the
red line is radiation stopping power.

and ¢_,, respectively. Each of these stopping powers is a function of the electron

rad

energy. Figure 3.5.14 shows experimentally-determined radiation (red) and collision
(blue) stopping power in air as a function of electron energy. For electrons with energy
below 10 MeV (true for most precipitating relativistic electrons), much more energy is

lost to collisions than to radiation. If an electron with energy E, .., propagates through a
thickness of air with range Az, then that electron will have lost energy AE according to

the following:

E -AE=FE,

initial nitial ~ LEcot (E initiar) F €raa (B iiica ) JAZ- (3-36)

By taking the stopping power of E, .., (and not a combination of E and AE, e.g.,

initial

(E,iw —AE)/2), we introduce an error, which is small as long as Az and/or E,,,, —AE
remain small. (For the step sizes used in the full ionization model, the typical error size
is less than a few percent.) It has been experimentally shown that the energy lost by an
electron per ionization Ej, .0, in Ny and O, is 33 eV and 37 eV, respectively. It is a
common practice to use 35 eV as an average value in air [Rees, 1989]. Thus the total

ionization in the range Az becomes
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AE
AQ=—Az (3-37)

If Equation (3-37) were used for an electron incident on the top of the atmosphere for a
step size of fixed height (1 km used in the full model), then AQ is small because Az is
small. We can then calculate the ionization within the next range step Az by repeating the

calculation with the ‘initial’ electron energy now E,

initial

—AE. This is repeated again and

again until all of the electron energy E. . is lost. The electron is assumed to travel in a

initial
straight line and not deviate from its trajectory. For high energies, this is a valid
approximation because the momentum of the precipitating electrons is much larger (by
several orders of magnitude) than the momentum of the newly formed ion-electron pair.
Based on a simple random walk analysis, we estimate that the error introduced by this
assumption is less than 10% with the largest deviations occurring in the lowest 20 km of a
given electron track. For an electron precipitating vertically, we can simply sum the mass
of air above a given altitude to calculate the range an electron must travel to reach that
altitude. Using the MSISE-90 model for neutral density and the National Bureau of
Standards tables for range and stopping power values [Berger and Seltzer, 1982], we can
calculate ionization due to precipitating electrons at a given altitude. Figure 3.5.15 gives
an ionization profile due to 100 vertically incident electrons at several different energies.
The normalizing constant A4 represents the area over which the electrons were initially
incident and since they are propagating vertically downward, the width of the column of
air they travel through. In reality, we do not expect that all electrons have a vertical
precipitation angle and that there is a distribution of electrons. By repeating the process
described for a mono-directional beam over a range of incidence angles and normalizing,
we can produce an ionization rate profile for an isotropic distribution. Figure 3.5.16
shows a similar ionization profile due to 100 electrons isotropically incident between (0°
and 90° off vertical. Here, the normalizing constant 4 is equal to only the horizontal area
affected by the electrons at a given altitude and not the incident precipitation area. We

use this normalizing convention to show that given an equal number of precipitating
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Figure 3.5.15 Tonization due to 100 unidirectional precipitating electrons vertically incident on the upper
atmosphere. The horizontal axis units are ionizations per volume where A is a normalizing constant
representing the effected horizontal area.
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Figure 3.5.16 Ionization due to 100 precipitating electrons incident on the upper atmosphere isotropically
between 0° and 90° off vertical. The horizontal axis units are ionizations per volume where A is a
normalizing constant representing the effected horizontal area.
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electrons, isotropic and mono-directional distributions deposit different amounts of

energy at a particular altitude.

With a method for describing ionization due to energetic electrons, we take realistic input
spectra based on MINIS observations as input. Based on work described in Sample
[2008], we characterize precipitating electron spectra by the following:

f=fet". (3-38)
Equation (3-38) describes the integral flux f as a decaying exponential function of energy
E and e-folding energy E,. This is not the only way to describe a precipitating electron

spectrum, but it accurately describes the energetic precipitation events observed by

MINIS (above ~ 200 keV).

Now that we have described the method for producing ionization rate profiles given an
incident energetic electron flux, we can examine the entire process from the point of view
of writing a code to do the calculations. The entire process detailed below is a
approximation used to evaluate the ionization rate given in Equation (3-29). Essentially,
we take a unit set of electrons with initial energy E, propagate them through that
atmosphere with an initial angle of incidence 6 and keep track of the energy lost (and
therefore the number of ionizations) at each altitude. Then, we replace our unit set of
electrons with a spectrum based on observations. Let us begin with vectors giving the
altitude a and range z. We use 200 km as the upper bound of our atmosphere and

calculate the range from this height.

[a, = 200] [z, =0]

a; Z; =2, +Az; (3-39)

| a,=0 | | 2,

Az; 1s the range between z;; and z; given by the following equation where p is the
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atmospheric mass density, Aa is the height step size and 6 is the angle of incidence off

vertical:
Az
A - p.
Az, |; Az, = @ (Pin=p ’). (3-40)
. cosf 2
_Azn=0_

With the range steps Az, we can now calculate the electron energy as a function of
altitude. Depending on the initial energy of the electron, it will lose a portion of its
energy in each altitude step based on the range of air it must travel through. We build a
unit set of electrons with initial energies between E;, and E,,, and a constant angle of
incidence. From this initial incident set, we can define the energy of a particular unit
electron as a function of altitude using Equation (3-41). Each column represents an initial
energy bin separated by a specified value (often 1 keV for complete model application)
and each row represents an altitude. Thus, in a particular column, the energy values
represent the energy of an electron at a given altitude after starting with initial energy £ ;

at the top of the atmosphere and then losing energy to collisions and radiation.

E E

-En Elj Elm-
E, E. .- E. Ej=E. ;- [e0a(Ei