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Abstract 
 

Investigating the interior of West Antarctica with light, radar, and electrical conductance 
 

by Tyler Jeffrey Fudge 
 

Chair of Supervisory Committee: 
Professor Edwin D. Waddington 

Earth and Space Sciences 
 

Ice sheets play an important role in both the modern climate and in past variations of Earth’s history. 

Our understanding of ice sheets has been limited by few observations until recent advances in 

technology, notably air planes and satellites, which have allowed increasingly more detailed 

investigations. Here I focus on using the internal structure of ice sheets to place modern observations in 

context. This is done with a variety of tools. First, I investigated the ability of borehole camera 

measurements to recover information about the physical properties of firn. I found that a measurement 

with a single wavelength of light was not capable of differentiating between brightness variations due to 

changes in grain size and changes in density. An additional measurement in the near infrared, which is 

sensitive to grain size variations, was identified as a way to differentiate density variations from grain 

size variations. I also use the internal structure of the ice sheet imaged using ice penetrating radar to 

examine the past flow structure of a major outlet glacier of West Antarctica. The flow directions were 

found to have not changed significantly in the past few hundred years and the analysis also revealed 

that the satellite-derived velocities had uncertainties larger than reported.  

 

The internal structure of an ice sheet can also be investigated by drilling an ice core. By obtaining 

samples of ancient ice, many detailed measurements are possible to look at past variations in climate 

and ice sheet behavior. I measured the electrical properties of the WAIS Divide ice core and was able to 

identify an annual signal to a depth of 2800. I then developed the first annually resolved timescale from 



the Southern Hemisphere that spanned into the last glacial period, 30 ka. The annual timescale allowed 

identification of accumulation-rate changes not resolvable in other Antarctic ice cores. The timescale 

and accumulation-rate history were combined with the water stable isotopes, sea-salt sodium, and 

climate modeling to show that the onset of deglacial warming in West Antarctica occurred before a 

trigger from the Northern Hemisphere with a likely cause increasing local insolation. The annual 

timescale was also used to assess the timescales from other coastal Antarctic ice cores. The timescales 

of these 3 cores were based on linear interpolation, which causes significant problems: large age 

uncertainty between tie points, large changes in the duration of climate events at the tie points, and a 

consistent bias to older ages. Two inverse techniques were developed to improve timescale 

interpolation.   
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Chapter 1: Introduction 
 
 
At my general exam in February of 2012, my advisor asked the question: when you have completed the 
proposed work, what will you be an expert in? Simple questions are often the most important to 
answer. The following three paragraphs are a direct answer to this question and are supported by the 
four scientific papers that comprise the majority of this dissertation. 
 
I am an expert in ice-core timescales and becoming an expert in managing an ice core project. With Ken 
Taylor’s guidance, I developed the first annually resolved timescale through the glacial-interglacial 
transition in the Southern Hemisphere. Using this timescale, I derived an empirical measure for the 
interpolation uncertainty of ice cores dated using tie points as well as developed a widely applicable 
inverse technique to generate glaciologically realistic timescales. This technique was applied to 3 coastal 
Antarctic ice cores to illustrate the importance of interpolation on the interpretation of the climate 
records. I have also used the technique for the deep timescale from WAIS Divide. While I consider 
myself an expert in ice core timescales, I do not consider myself “the” expert because a wide range of 
expertise is needed. One area that I am not an expert is firn densification, although my work with 
borehole optical stratrigraphy did explore the physical properties of firn. I feel it is more productive to 
let someone else be an expert in that aspect and instead focus my efforts on ice-flow related 
constraints. I are currently developing methods that respect both firn and ice-flow constraints that will 
yield the most precise record of Northern and Southern phasing of abrupt climate change yet obtained. 
 
I am also developing an expertise in managing an ice core project. I was introduced to ice coring at the 
WAIS Divide field site. I made measurements during core processing at the National Ice Core Lab in 
Denver, CO. I then used those electrical measurements to develop a timescale. This gave me the 
opportunity to collaborate with many people on the WAIS Divide project and lead the first community 
paper from the US Ice Core Community. My work with WAIS Divide also gave me the opportunity to 
participate in the site selection process for the intermediate-depth ice core at South Pole, the next 
major US ice coring project. I will work with Eric Steig and others as a post doc on this project to develop 
knowledge of the new intermediate-depth drill and learn how to run an ice-coring project. At the 
completion of the post doc, I will have experience in all aspects of ice coring – planning, choosing a site, 
drilling, handling, cutting, making measurements, analyzing, publishing, and organizing large numbers of 
independent-minding researchers. 
 
Becoming an expert in something specific is a critical part of the PhD process, but so is developing the 
breadth to tackle a wide range of scientific problems. The investigations of the optical properties of firn 
in Chapter 2 and the analysis of radar-detected internal layers in Chapter 3 may not have made me an 
expert in either firn or radioglaciology, but they did give me an understanding of the important 
questions in these fields and how measurements of those features can be used in my work. I also spent 
considerable time during my PhD on topics not detailed in this thesis: developing ice-particle 
temperature histories for temperature-sensitive trace gases; making mass balance measurements on 
Blue Glacier; and advising the drill location for the Roosevelt Island ice core project. These topics have 
introduced me to a broad range of collaborators and promise to yield many future collaborative 
research projects.      
 
Motivations and Goals 
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Ice sheets are far removed from most people’s lives. Of the 6 billion people on Earth, less than 1 in 
10,000 are likely to ever come any closer to an ice sheet than flying 40,000 feet overhead. So why do we 
study ice sheets? For two primary reasons: 1) they store unparalleled records of past climate variations 
that allow us to better understand our climate system, and 2) changes in the size of the ice sheets 
directly affect our coastlines by changing sea level. The work described in this dissertation is motivated 
by both of these questions. While the collection of papers presented here tackles a wide range of topics, 
all seek to advance our understanding of the physical processes of ice sheets so that we can predict how 
modern climate change will impact our lives and that of our children and grand children. This 
dissertation integrates many different measurement techniques, observations, and models to address 
questions on timescales from years to tens of thousands of years.  
 
Four prominent themes run throughout this thesis. The first is the variety of methods used to 
investigate the internal structure of the ice sheet. Specific frequencies of electromagnetic radiation are 
used for different purposes. For investigating firn, I used visible light (~1015 Hz) and also discuss possible 
improvements in the method using near-infrared. For investigating the internal structure of the ice 
sheet at large spatial scales (kilometers and greater), radar (1-100 MHz) can image internal layers of the 
ice sheet which are isochrones (layers of the same age). To measure annual variations on the WAIS 
Divide ice core, I measured the electrical current at 50kHz (AC-ECM) and 0Hz (DC) with electrodes in 
contact with the ice. The frequencies used in these investigations are chosen based on the physical 
properties of ice and the impurities stored in the ice. Ice has a near zero absorption at the blue end of 
the visible spectrum which is why differences between density and grain size in firn cannot be 
distinguished with a visible light source alone – an additional measurement in the near-infrared, which is 
sensitive to grain size variations because the absorption is more than two orders of magnitude greater, 
would allow the cause of the brightness variation to be determined. Radar is an effective means of 
investigating the interior of the ice sheet because there is little absorption and the waves are able to 
reflect off of small electrical contrasts and be received at the surface allowing internal layers to be 
imaged. The AC and DC ECM methods primarily measure the acidity of the ice – the H+ ions that can 
move through the ice lattice; however, the AC method is also able to measure charged ions, e.g. Ca2+, 
which cannot move through the ice lattice, but are able to conduct AC electricity by rotating. The 
different techniques in this thesis all use basic properties of ice to guide the measurement strategy. 
 
A second theme is annual cycles in the firn and ice. Identification of annual cycles allows accurate and 
precise dating of ice cores and ice sheets necessary for detailed investigations of past climate and ice 
sheet behavior. All chapters in the thesis make use of annual cycles at least indirectly. Annual layering 
causes brightness variations recorded by borehole camera logs in firn and influences the densification of 
firn. Annual layers were recognized with electrical conductivity measurements on the WAIS Divide ice 
core. The Thwaites work also made use of annual layers, though much more indirectly; the accumulation 
rate in the catchment was determined from airborne radar that imaged annual internal layers. The 
interpolation of Antarctic timescales uses the annual timescale for WAIS Divide to evaluate the different 
interpolation methods. Understanding and identifying the annual cycles is a critical aspect of work on ice 
sheets and allows dating precision that is rare in other paleoclimate records. 
 
A third theme of this dissertation is assessing and characterizing uncertainty. This is a theme common to 
much scientific work because understanding the uncertainty of a measurement is equally, if not more, 
important than the value of the measurement itself. The Thwaites work addresses uncertainty in two 
ways. First, I determine the uncertainty of the flux balance measurements. But in the process of doing 
this, I recognized that the stated uncertainties of the satellite-derived velocities were too low and 
excluded important sources of uncertainty. A similar result was found in the Antarctic timescale 
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interpolation paper where the “interpolation” uncertainty, which is often excluded in ice core analyses, 
can be a major contributor to the total age uncertainty of the timescale. Uncertainty was also a major 
aspect of the development of the WAIS Divide annual timescale. The uncertainty of the timescale was 
assessed two ways: 1) by qualitatively rating the strength of the annual signal and defining an 
accumulating rate of uncertainty as some percentage of the total years identified; and 2) by comparing 
with other accurate timescales using climate features recognized in both timescales. The estimated 
uncertainty in method 1 was found to be much greater than the age differences with other timescales, 
suggesting the timescale is more accurate than implied by the estimated uncertainty. This emphasis on 
uncertainty is critical to robust records and also illustrates that uncertainties stated elsewhere should be 
verified because important sources of uncertainty are often excluded from analyses. 
 
A fourth theme running throughout this dissertation is the importance of past variations in ice flow. The 
Thwaites work looks specifically at whether the ice flow directions have changed in recent decades. The 
WAIS Divide analyses discuss the effect of past ice flow in two ways. First, the past ice flow must be 
incorporated to determine past accumulation rates from measured annual layer thicknesses. The 
climate records, specifically stable isotopes of oxygen, also need to be interpreted with respect to ice 
flow because the effects of advection from a location upstream must be separated from climate changes 
through time. The interpolation paper also discusses past ice flow, but makes the point that 
interpolation methods are not sensitive to past ice flow, allowing accurate timescales even if the past 
ice-flow histories are not well known.  
 
 
Background 
Ice sheets are formed when more snow falls during a year than is melted away. In Antarctica, there little 
surface melt, except on the Peninsula, and the ice that accumulates in the center of the ice sheet flows 
out to ocean where it is removed by melting and iceberg calving. This leads to a pattern of ice flow 
where the velocities are slow in the interior and become more rapid closer to the coast. The ice-
sheet/ocean interactions influence the ice flow from the interior of the ice sheet to the ocean and 
therefore affect global sea level. Recent observations have shown large changes in ice flow in parts of 
West Antarctica. Placing these recent accelerations in context is difficult because of the short period of 
observations. Fortunately, ice sheets also preserve exceptional records of past climate and ice-flow 
variability. Because each year’s snow fall is preserved in the ice sheet, we can obtain records of both ice 
and air from the past. Evidence of past flow is also preserved in the internal structure of the ice sheets 
which can be imaged using radar. The ability of ice sheets to preserve information of past climate and 
ice-flow variations allows recent variations to be put in a historical context. This dissertation focuses of 
methods and observations of past variations to improve our understanding of future changes from 
human-caused climate change.  
 
Firn 
The top layer of an ice sheet is composed of snow that is slowly densifying to ice. This layer of the ice 
sheet is termed “firn” and is typically about 100 m deep. Understanding firn processes is important for a 
variety of reasons:  

1)  Calculations of an ice sheet’s contribution to sea level rise often use surface elevations to 
calculate the mass change, which requires an estimate of the density profile of the firn  

2) Accumulation rates are inferred by counting annual layers from polar firn cores and are used to 
calibrate atmospheric circulation models 
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3) The timescales for paleoclimate records require an estimate of the age difference between the 
air trapped in bubbles and the ice enclosing them, which is a function of the time it takes for the 
firn to transform to ice  

4) The chemistry of the air trapped in the bubbles may also be affected by the structure of the firn  
 
Modeling firn remains of significant challenge and no accurate models exist that calculate densification 
from first principles. The difficulty of obtaining detailed measurements of firn processes contributes to 
challenge and Chapter 2 addresses techniques to rapidly obtain the physical properties of firn.  
 
West Antarctic Ice Sheet (WAIS) Divide 
WAIS Divide refers to the ice-flow divide between the Ross Sea and Amundsen Sea sectors. Three of the 
primary objectives for drilling a deep core at WAIS Divide were: 

1) Obtain climate  records with the precision and dating accuracy to assess the phasing of abrupt 
climate change with Northern Hemisphere records 

2) Obtain the most detailed carbon dioxide record for the past glacial period and the glacial-
interglacial transition to understand climate forcing by greenhouse gases 

3) Understand the stability of WAIS and the potential for rapid sea level rise 
The ice core was drilled to 3405 m, about 50 m above the bed so that a basal water system would not be 
interested. The oldest ice in the core was younger than anticipated, about 70,000 years old because of a 
high basal melt rate. The high melt rate did not allow ice from the previous interglacial period to be 
recovered, but it reduced the amount of strain thinning the ice has experienced leaving thick layers of 
ice for detailed analyses. The scientific return from drilling the WAIS Divide ice core is just beginning and 
the next decade will see many ground-breaking results from this ice core.  
 
 
Organization 
This thesis is organized into 7 chapters, beginning with this introduction and ending with an outlook for 
future research opportunities. The middle five chapters are scientific papers. There is also an appendix 
that describes details of the electrical conductivity measurements made on the WAIS Divide ice core. 
These papers have contributions from 49 co-authors which is a tribute to the collaborative nature of 
both the University of Washington glaciology group and the WAIS Divide ice core community. A synopsis 
of each paper is presented on the first page of the chapter as well as a short description of my 
contribution to the work.  
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Chapter 2: Light propagation in firn: application to borehole video 
 

Originally published in the Journal of Glaciology 

The first paper is directed at understanding the optical properties of firn. It was published in the Journal 
of Glaciology with Ben Smith as a co-author, significant contributions from Ed Waddington, and a 
thorough and constructive review from Elizabeth Morris which has served as a template for my own 
reviews of papers.  
 
We assess a tool, Borehole Optical Stratigraphy (BOS), which uses a light source and a video camera to 
record how the amount of reflected light varies with depth. BOS has been used to identify annual layers 
and to measure firn compaction in repeat profiles. We wanted to determine if it could also be used to 
measure the physical properties of firn – specifically density and grain size. Traditional methods of 
measuring grain size and density at cm-scale resolution are time consuming and require either detailed 
analysis in the field or transporting the core back to a lab. Unfortunately, BOS is not an effective 
instrument for determining the physical properties of firn. The amount of light that returns to the 
camera depends on both density and grain size and they cannot be distinguished by brightness alone. 
The returned brightness in the visible light is affected by the spreading distance, a function of both grain 
size and density, whereas the near infrared is much more strongly affected by the grain size. Therefore, 
a device that measures two wavelengths has the potential to distinguish between density and grain size 
variations. The paper does not include our efforts at actually building the device because it proved to be 
challenging. While there was some promise, the nickname of DOG (Density Or Grain size), was not just 
from the acronym.  
 
I wrote the manuscript and performed the modeling. The Monte-Carlo model was developed by Ben and 
then modified by me. Ben identified POV-Ray has an effective program for modeling the multiple 
reflections off the borehole wall and I developed and performed the model runs used in the paper.  
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Instruments and Methods

Light propagation in firn: application to borehole video

T.J. FUDGE,1 Benjamin E. SMITH2

1Department of Earth and Space Sciences, University of Washington, Box 351310, Seattle, Washington 98195-1310, USA
E-mail: tjfudge@u.washington.edu

2Applied Physics Laboratory, University of Washington, 1013 NE 40th Street, Box 355640, Seattle,
Washington 98105-6698, USA

ABSTRACT. Borehole optical stratigraphy (BOS) is a borehole video system and processing routine for
investigating polar firn. BOS records brightness variations in the firn and is effective at identifying
stratigraphic markers. BOS brightness logs have been used to count annual layers and measure vertical
strain, even though a specific cause of the brightness variations has not been determined. Here we
combine two models of light transport to examine potential errors with BOS and identify improvements
which will allow the system to estimate optical grain size. We use a Monte Carlo radiative transfer
model to estimate the influence of firn microstructure variations on borehole reflectance. We then use a
ray-tracing algorithm to model the multiple reflections within the borehole that cause measured
brightness variations. Multiple reflections cause the brightness measured at a point on the borehole wall
to not necessarily be equal to the local wall reflectance. The ray tracing further shows that wall
imperfections or variations in the camera position can produce brightness variations that are unrelated
to changes in firn properties. Smooth walls and good stabilization of the camera help ensure that
brightness variations result from variations in firn properties, and thus are a measure of firn stratigraphy,
rather than artifacts.

1. INTRODUCTION
Firn processes are critical to a variety of glaciological
problems. Calculations of an ice sheet’s contribution to sea-
level rise often use surface elevations to calculate the mass
change, which requires an estimate of the density profile of
the firn (e.g. Cuffey, 2008; Helsen and others, 2008;
Pritchard and others, 2009). Accumulation rates are inferred
by counting annual layers from polar firn cores (e.g. Kaspari
and others, 2004) and are used to calibrate atmospheric
circulation models (e.g. Van den Broeke and others, 2006).
The timescales for paleoclimate records require an estimate
of the age difference between the air trapped in bubbles and
the ice enclosing it, which is a function of the time it takes
for the firn to transform to ice (e.g. Schwander and others,
1997). The chemistry of the air trapped in the bubbles may
also be affected by the structure of the firn (e.g. Dominé and
Shepson, 2002). One factor limiting our understanding of
firn processes is the difficulty in obtaining firn cores for
detailed measurements. Borehole logging can help fill this
information gap because it retains some of the detail of
measurements made on cores but requires less labor as the
core need not be recovered and transported.

Hawley and others (2003) used borehole video and a
processing routine called borehole optical stratigraphy
(BOS) to count annual layers and determine a depth–age
scale that agreed well with optical and electrical techniques
used on the recovered core. The wind-slab/depth-hoar
couplet (Alley and others, 1997) is thought to cause the
brightness variations, although the effect of variations in
grain size or density is not well understood. Hawley and
Morris (2006) measured density with a neutron density
probe (Morris and Cooper, 2003) in the same borehole
where BOS measurements were made. They found that
brightness was strongly correlated with density at shallow

depths (upper 15m), but that the correlation decreased with
depth and became negative below 30m. They interpreted
the variation in correlation to be caused by a change in the
densification regime at 15m depth, but did not give a
quantitative assessment of the importance of grain-size
variations for the brightness signal.

Much theoretical work has been done on the interaction
of electromagnetic radiation and snow grains (e.g. Warren,
1982), but research has focused on near-surface snow
measured at flat air–snow surfaces, rather than on denser
firn measured at curved borehole walls. Radiative transfer in
boreholes requires more complicated modeling because
borehole walls are curved and because photons may reflect
off the borehole wall multiple times before they are detected
at the camera. Modeling light transport in firn is also
complicated by a lack of measurements to compare with
theory. In this paper, we investigate how variations in firn
properties produce measurable brightness variations with a
pair of simplified models. We also examine how imperfec-
tions in the borehole wall and variations in the camera
position may produce changes in wall brightness unrelated
to changes in intrinsic firn properties.

2. MODELING
The path that light takes between the source and camera of a
borehole video system can include multiple reflections from
the borehole wall, and each reflection from the borehole
wall can include multiple reflections from individual snow
grains within the firn. Although it is possible to model both
the multiple reflections from the wall and the multiple
reflections from individual snow grains in one model, it is
computationally expensive; the model would have to track
millions of photons each time the camera and light source
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were moved relative to features in the borehole. Instead, we
divide the modeling into two parts: (1) propagation of
photons through the firn and (2) multiple reflections of light
from the borehole walls. We use a Monte Carlo, radiative
transfer model to investigate how photons travel through the
firn and to find the wall reflectance as a function of grain
size and density. We use a ray-tracing algorithm to model
the multiple reflections off the borehole wall and to
investigate the effects of layering, wall imperfections and
camera position on the brightness signal.

The goal of our modeling is to gain insight into the cause
of brightness variations in borehole video logs. We simplify
the modeling to focus only on changes in grain (or bubble)
size and density. We do not attempt an exact solution of the
radiative transfer equations. Assessing the effect of variations
in grain shape on the brightness signal is difficult because
relatively few observations of firn microsctructure (e.g.
Freitag and others, 2004; Baker and others, 2007; Hörhold
and others, 2009) have been made at the level of detail
required, and none have been linked with measurements of
optical properties. Our simplified treatment allows a
qualitative analysis of the cause of BOS brightness variations
and potential errors associated with BOS logs. A full
treatment of light propagation in firn is beyond the scope
of this work.

2.1. Radiative transfer model of light transport in firn
2.1.1. Description of firn
Snow and firn have complex structures of interlocking grains
of a variety of shapes and sizes (e.g. LaChapelle, 1992). At
low densities (<�550 kgm–3), the firn can be considered a
collection of snow grains in a matrix of air (e.g. Wiscombe
and Warren, 1980; Warren and others, 2006), while at high
densities (>�800 kgm–3) the firn is more like a collection of
air bubbles in a matrix of ice (e.g. Mullen andWarren, 1988).
In between is a transition region, where the difference
between grains and bubbles becomes indistinct. The density
and specific surface area (SSA), the area of the ice/air
interface per unit volume, are two useful parameters for
describing the complex structure of firn (e.g. Freitag and
others, 2004). For modeling the optical properties of firn, we
follow the widely applied assumption that the scattering and
absorption properties of firn can be accurately represented by
a collection of spheres with the same SSA and density (e.g.
Wiscombe and Warren, 1980; Dozier and others, 1981;
Mullen and Warren, 1988; Grenfell and Warren, 1999). The
density and SSA uniquely determine an effective grain size
and effective bubble size. Note that while the density and
SSA are matched, the number of spheres is unlikely to equal
either the number of snow grains or bubbles.

Dust, ash, soot and chemical impurities (e.g. sea salt) are
also present in firn (e.g. Bertler and others, 2005). The dust
and ash particles absorb visible light much more readily
than ice and will cause a decrease in returned brightness in
the firn (Warren and Wiscombe, 1980; Bay and others,
2001). In typical polar firn, the effects of dust, ash and
impurities are small and the optical properties are domin-
ated by scattering of light from ice/air boundaries (e.g.
Bramall and others, 2005). Large concentrations of soot or
other contaminants (e.g. a dense ash layer from a volcanic
eruption) could dominate the microstructure-based effects
we discuss here, but as these features are rarely found in firn
in most parts of Greenland and Antarctica, we do not
consider their effect.

2.1.2. Firn reflectance
We investigate the variations in firn reflectance for different
combinations of density and either grain or bubble size with
a Monte Carlo radiative transfer model. This model is better
suited to our purposes than the adding-doubling (e.g.
Hansen, 1971) and multi-stream methods (e.g. Bohren,
1987) used in other studies of ice surface albedo, because it
allows treatment of a curved boundary and a point-like light
source. The model determines the wall reflectance as a
function of grain size, density and borehole radius. This
model was adapted from a simple Monte Carlo code
designed for analysis of radiation propagation in human
tissue (Prahl, 1988); the code will be available at: http://
gcmd.nasa.gov/getdif.htm?waddington_0335330.

Our model tracks packets of photons that enter optically
thick firn at a single location, simulating a collimated-beam
light source. We assume no Fresnel reflection on the
borehole wall. At each scattering event, a new direction
for the packet is chosen from a Henyey–Greenstein (H-G)
phase function (Henyey and Greenstein, 1941). The H-G
phase function requires specification of the asymmetry
parameter, g, the mean cosine of the phase angle of
scattered photons. After several scattering events, the H-G
phase function accurately approximates true phase functions
with the same asymmetry parameter and allows high
computational efficiency compared to calculations that use
more detailed approximations of the phase function (e.g.
Petty, 2006). A value of g=0 yields isotropic scattering,
while g=1 yields pure forward scattering. Snow grains that
are large compared to the wavelength of light are strongly
forward-scattering, with g equal to �0.89 (Wiscombe and
Warren, 1980); spherical air bubbles have g values between
0.85 and 0.86 (Mullen and Warren, 1988).

At the exit location, the contribution of each packet to the
exit intensity is determined using an attenuation factor
chosen depending on whether the modeled firn is most
similar to a collection of ice grains in air or to a collection of
air bubbles in ice:

dIðx, y, �,!,NÞ ¼ I0
Nphotons

!Nscat ice grains in air

exp �kiceL �firn
�ice

� �
air bubbles in ice:

(

ð1Þ
Here x and y are Cartesian coordinates on the surface of the
slab of firn, � is the angle at which the light exits the surface
relative to the vertical axis, z, I0 is the initial intensity and
Nphotons is the number of packets tracked. For ice grains in
air, the absorption is determined by !, the single-scatter
albedo for ice grains, and the number of scattering events,
Nscat. For air bubbles in ice, the single-scattering albedo of
the air bubbles is treated as unity, and the factor

exp �kiceLð�firn=�iceÞð Þ

accounts for absorption as a photon travels through the ice.
Here kice is the absorption coefficient for ice (Warren and
Brandt, 2008), �firn and �ice are the densities of the firn and
ice, and L is the distance the photon traveled. The total
absorption is assumed to be proportional to the volumetric
ice concentration (Mullen and Warren, 1988). This process
is repeated for �107 photons.

The outgoing intensity is in units of energy
steradian–1 Lscat

–2. The scattering length, Lscat, is the
e-folding distance for extinction of a photon along a
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particular direction by scattering, and is found by

1
Lscat

¼ �scat ¼ nðrÞ�r2Qscat, ð2Þ

where �scat is the scattering coefficient, n(r) is the density of
scatterers per unit volume, r is the mean radius of the
scattering particle and Qscat is the scattering efficiency. The
scattering efficiency gives the total scattering cross section
for the particle per unit cross-sectional area; it depends on
the wavelength of the radiation and the size and material
properties of the particle. It is usually �2 because the path of
a photon traveling near a snow grain or bubble can be
deflected by diffraction.

The density of scatterers, n(r), can be equated to mass
density of the firn for grains in air,

�firn ¼ nðrgÞ 43�rg
3�ice, ð3Þ

where rg is the radius of the ice grains. For bubbles in ice,

�firn ¼ �ice 1� n rbð Þ 4
3
�rb3

� �
, ð4Þ

where rb is the radius of the bubbles. An equation for the
scattering length as a function of grain size and density
results from combining Equations (2) and (3) for grains in air:

Lscat ¼ 4
3

�icerg
Qscat�firn

: ð5Þ

Combining Equations (2) and (4) for bubbles in ice,

Lscat ¼ 4
3

�icerb
Qscat �ice � �firnð Þ : ð6Þ

The model was designed to use units of the number of
scattering lengths, so that the results from a single run can
produce reflectances for different combinations of grain or
bubble size and density. The only parameter of the firn that is
specified in the Monte Carlo code is g. The output can be
scaled to length units for any combination of grain or bubble
size, density and scattering efficiency (appropriate values
discussed below).

2.1.3. Applicability to wide density range
In our modeling results, we use parameters appropriate to
scattering of light by large particles. The scattering efficiency
is �2 for both ice grains in air (e.g. Warren and others, 2006)
and air bubbles in ice (Fu and Sun, 2001). The single-scatter
albedo for ice grains was calculated using

ð1� !Þ � 0:85kicerg ð7Þ
following Warren and others (2006). For air bubbles in ice,
we assume there is no significant absorption during the
scattering events (!=1) and account for absorption with the
ice-path length factor in Equation (1). At transition densities,
neither approximation is clearly more accurate than the
other. For the large ice grains considered here, combining
Equations (1), (5) and (7) gives the average absorption per
scattering event as approximately 1.28kice�firn/�ice. By
contrast, Equation (1) for bubbles in ice gives the average
absorption per scattering event as �kice�firn/�ice, or about
30% less. The difference arises primarily because during a
scattering event from an ice grain in air, photons take a
complicated path that reflects multiple times off the air–ice
interface, increasing the path length in the ice grain. Over
the course of a particle’s path through the firn, the larger
asymmetry parameter for ice grains also tends to lead to

greater path lengths than those calculated for bubbles,
leading again to more absorption.

The grains-in-air approximation has been validated
against field measurements (e.g. Hudson and others, 2006)
for densities smaller than the close-packed density. Theoret-
ical arguments suggest this formulation should give reason-
ably accurate results for close-packed grains (Wiscombe and
Warren, 1980). The bubbles-in-ice approximation matches
measured reflectances for �firn > 800 kgm–3 (Mullen and
Warren, 1988), but has not been tested at lower densities.
We could transition smoothly between the two approxima-
tions by weighting each according to the density in the
transition region. However, such an approach has two main
problems: (1) we are aware of no measurements that
indicate how the transition between the two approximations
occurs, and (2) creating a smooth transition does not add
insight into the processes causing variations in BOS bright-
ness measurements. In the remainder of the paper, we show
results from the grains-in-air approximation for all densities,
and we present the results of the bubbles-in-ice approxima-
tion for �firn > 550 kgm–3 for comparison. Hereafter, we
discuss the variations in firn microstructure in terms of
density and grain size rather than bubble size.

2.1.4. Tracking the return of photons to boreholes
The cylindrical geometry of the borehole reduces the
effective albedo of the wall; as the borehole radius
decreases, photons become less likely to re-encounter the
borehole during their random walk through the firn. To
derive reflectances for a curved borehole wall, the Monte
Carlo process is modified to give reflectances as a function
of a scaled borehole radius, �, equal to the borehole radius
divided by Lscat. In this model, the borehole axis runs
parallel to the z-axis. The photons enter the borehole wall (at
the origin of the coordinate system), traveling in the –x
direction, and re-enter the borehole when (x –�)2 + y2 <�2.
The same photon may be tracked from a single starting
position through several boreholes of different radius as long
as the position, angle, distance traveled and number of
scattering events is recorded the first time each photon re-
enters a borehole of given diameter. The calculation is
terminated when the photon re-enters the borehole with the
smallest �, corresponding to the largest scattering length.

2.2. Ray-tracing model for multiple reflections in
boreholes
2.2.1. Persistence of Vision ray-tracing algorithm
We use a ray-tracing algorithm to investigate how multiple
reflections within the borehole produce variations in meas-
ured brightness. The ray-tracing package is the Persistence of
Vision Raytracer (POV-Ray, http://www.povray.org). This has
been used in a variety of research projects, including
modeling radiant fluxes between building surfaces in urban
environments (Lagouarde and others, 2010) and modeling
light reflections in forest canopies (Casa and Jones, 2005). It
tracks light rays from a source, through multiple reflections
from objects with specified reflective properties, back to a
camera. The light reaching the camera is calculated as a
function of angle to produce an image. The modeled camera
and light source were based on the GeoVision JrTM borehole
video camera used by Hawley and others (2003). The light
source is a set of eight white light-emitting diodes (LEDs)
forming a ring of 1.6 cm radius around the camera and angled
out from the camera’s optical axis by �208. We verified that
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the ray tracing reproduced the proper light emission, by
simulating the illumination pattern of the model camera onto
a diffuse, white surface and comparing the resulting images
with the illumination pattern of the GeoVision JrTM on a sheet
of white paper. The borehole was modeled as a 10 cm
diameter open cylinder, with the camera and light source at
the center looking down the cylinder.

POV-Ray allows the user to specify both the fraction of
light reflected and how that light is reflected from an object.
Our choices for the fraction of light reflected from the
borehole wall were guided by the radiative transfer results
discussed below. We used a Lambertian reflectance model to
describe the bidirectional reflectance function of the bore-
hole wall. A Lambertian surface scatters light such that an
observer perceives the same brightness from any viewing
angle, and approximates our modeled surface well (see
section 3.1.2). To model Lambertian reflectance, POV-Ray
uses the Radiosity algorithm (Goral and others, 1984), in
which surfaces are discretized into facets with Lambertian
reflectance and the radiative transfer equation is solved to
determine the radiant flux from each facet to each other facet.

3. RESULTS

3.1. Radiative transfer model of light propagation
in firn
3.1.1. Borehole wall reflectance
Borehole wall reflectances are plotted as a function of grain
size or bubble size for a series of borehole sizes in Figure 1a
for three firn densities. The calculations were performed with
an absorption coefficient of 0.12m–1, appropriate for light of
600 nm wavelength (Warren and Brandt, 2008). Decreasing
the borehole radius decreases the reflectance because fewer
photons find their way back into the borehole. This effect is
shown schematically for ice grains in Figure 2a. The borehole
reflectance is significantly greater for the bubbles-in-ice than
the grains-in-air approximation. As discussed above, this is
caused both by the lesser absorption per scattering event and
by the shorter path lengths that result from the lower
asymmetry parameter for bubbles, g=0.85, versus grains,
g=0.89. The pattern of reflectance variation with borehole
size is similar for the two approximations, but the difference

in magnitude between the two is greater than that caused by a
shift in density of 200 kgm–3. This suggests that the grain
shape plays an important role in the brightness variations,
which we have not modeled.

In Figure 1b, the reflectance is also seen to depend on the
density and the grain size, both of which determine the

Fig. 1. The borehole wall reflectance depends on the grain size, density and borehole diameter. (a) Reflectance as a function of borehole
radius for three different densities. For the two larger densities, the reflectance is calculated with the grains-in-air approximation (triangles)
and the bubbles-in-ice approximation (circles). Grain sizes shown are 0.5mm (blue) and 1.5mm (green). (b) Reflectance for a 100mm
diameter borehole. The grains-in-air approximation is solid; bubbles-in-ice approximation is dashed. In both (a) and (b), the bubble size
varies but matches the SSA and scattering length of the grain size and density combination.

Fig. 2. Schematic showing the effects of varying the borehole radius
(a), density (b) and grain size (c) on the likelihood of a photon
returning to the borehole. Light-blue filled circles are snow grains.
Arrows show photon paths. The photon scatters in the same
direction at corresponding scattering events in each scenario. In (b)
and (c) the photon does not return to the borehole because the
scattering length has increased.
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scattering length of the firn; fewer photons will return to the
borehole for firn with a greater scattering length. Figure 2
shows how a photon that scatters in the same direction at
each scattering event may not return to the borehole
because of either an increase in grain size or a decrease in
density. The decrease in reflectance from a decrease in
density is due entirely to the change in scattering length, but
an increase in grain size has a dual effect: a larger grain size
both increases the scattering length and decreases the
single-scatter albedo. Though variations in grain size change
the borehole wall reflectance more than do variations in
density, variations in either parameter can cause reflectance
variations of the magnitude observed with BOS.

3.1.2. Distribution of light returned to the borehole
The radiative transfer model also determines the spatial
displacement between the location at which photons enter
the borehole wall in a single collimated beam and the
location where they return. For high scattering lengths and/
or high single-scatter albedos, the displacement can
complicate small-field-of-view measurements of firn albedo
and blur reflected-light imagery within boreholes. A simple
way to describe the extent of spreading is the mean radius of
returned energy,

Rh i ¼
R
RIðRÞ dAR
IðRÞ dA , ð8Þ

where R is the distance between the point where the photon
enters and exits the firn. The mean radius of returned energy
depends upon the grain size, density and asymmetry
parameter. Figure 3a shows the displacement for different
densities and grain sizes and an asymmetry parameter of
0.89. The returned energy in each increment of radius [R,
R+ dR] and the intensity for each increment of radius are
shown as a function of radius (Fig. 3b). The intensity falls off
more quickly than the returned energy because the area
increases with increasing radius. The returned energy is
greater at 5mm than at smaller radii because the fractional
area that a photon can return to increases rapidly at small
radii and has a greater effect than the fall-off in returned
photons with radius.

The intensity of the photons leaving the borehole wall as
a function of angle relative to the wall normal, �, is shown in
Figure 4. The normalized intensity curve matches the
normalized curve for a Lambertian surface, for which
I(�) = I(0) cos(�). The agreement is typically within a few
percent, with a maximum difference of 15% at exit angles of
�758. The close agreement shows that it is appropriate to
represent the borehole wall in the ray-tracing model as a
Lambertian surface.

3.2. Ray-tracing model results of multiple reflections
in boreholes
3.2.1. Simulations
We conducted two types of simulations: variations in the
borehole wall and variations in the camera position or
orientation. For variations in the borehole wall, we added a
feature to the borehole: either a dark band for a change in
firn properties, or an imperfection, a ridge or gouge, as might
be produced during drilling. For each feature type, we
simulated a BOS log by generating a series of frames in
which the camera position varied from 1m above to 1m
below the feature.

We reduced each of these frames to a single brightness
value following the technique of Hawley and others (2003),
averaging the pixels in a narrow annulus around the
borehole for each frame to give the brightness for

Fig. 3. (a) For a flat surface, the mean radius of returned energy can
be calculated as the radius of the circle inside which half the energy
exits the firn. It is defined in Equation (7). The circle marks the
properties used in (b). (b) The fall-off of returned energy (black) and
intensity (blue) with distance from the source for a flat wall and firn
with a 1mm scattering length. The returned energy is greater at
5mm than at smaller radii because the percentage increase in area
to which a photon returns increases faster than the fall-off in
returned photons.

Fig. 4. Comparison of the intensity by exit angle for the radiative
transfer model (blue with crosses) and the expected intensity for a
Lambertian surface (red). A Lambertian surface has the same
brightness from all viewing angles described by I(�) = I(0) cos(�),
where I is intensity and � is the exit angle.
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�1 vertical cm of the borehole wall. The annulus is located
10 cm below the camera (Fig. 5). All brightness logs are
presented as the percentage change from the brightness in a
borehole with the same wall reflectance but no feature. The
y-axis has been re-centered such that 0 indicates when the
center of the annulus is located on the center of a feature
(Fig. 5b). This permits the change in recorded brightness
with distance from the feature to be easily seen.

We also produced series of images that simulate the
variations in the camera orientation and position that will
occur if the stabilizers for the camera lose contact with the
borehole wall. The camera can either point away from the
borehole axis or move from the center of the borehole. In the
first series of images, we varied the pointing angle of the
camera from 0 to 2.58 from the borehole axis. In the second
series of images, we moved the camera from the center of
the borehole to 3 cm off-center. In both series, the borehole
wall had a consistent reflectance for the entire depth.

3.2.2. Accounting for the spreading of light in firn
In the ray-tracing algorithm, the light rays reflect off the
borehole wall at the location of impact; they do not spread
through the firn. Even though some features (e.g. the ridges
and gouges) are likely covered in drill dust (small snow
grains produced by drilling) that makes the scattering length
lower than that of the surrounding firn, the spreading of light
will still be significant (Fig. 3a). To approximate the
spreading of light, we convolved the brightness logs for
the dark-band and ridge-and-gouge simulations with a 5 cm
wide kernel based on the pattern of intensity found with the
radiative transfer model for firn with a 1mm scattering
length (Fig. 3b). We performed a second convolution with a
5 cm Gaussian kernel to approximate the filtering done in
post-processing (e.g. Hawley and others, 2003).

3.2.3. Band of lower reflectance
A layer in the firn with a different density and/or grain size
than the local background norm was represented by a band
of different reflectance. Dark bands of 5.26% less reflect-
ance than the wall reflectance were modeled. The 5.26%

drop maintained consistency with the 95% background-
reflectance case when the dark band was 90% reflective
(5.26% is 0.05/0.95). The magnitude of the reflectance drop
was based on reflectance changes of 1.5% and 3%, which
we calculated from measurements of porosity and SSA for
firn of depths 15 and 51m from North Greenland (Freitag
and others, 2004). The larger 5.26% drop helps reduce the
numerical noise in the ray-tracing calculations. Simulations
were run for three layer thicknesses, 2, 5 and 10 cm, and for
two background borehole wall reflectances, 80% and 95%.
The 95% simulations most closely resemble upper firn
conditions of small grains and low scattering lengths. The
80% simulations are similar to deeper firn conditions, with
larger grains and longer scattering lengths.

In all simulations, the drop in brightness measured at the
band was greater than the 5.26% drop in reflectance of the
band. Figure 6a shows the brightness variations for the three
different bandwidths at 80% and 95% reflectance. The
greater the borehole wall reflectance, the greater the
fractional change in brightness at the center of the band.
Futhermore, the decrease in brightness increased with the
thickness of the band. The dark band also reduced the
brightness beyond its edges: areas adjacent to the band, but
above or below it, appeared darker, an effect that is more
pronounced down-borehole from the dark band. The
darkening occurs because the dark band absorbs some of
the energy that is multiply reflected around the borehole.
Having the dark band near the light source decreases the
energy available to illuminate the borehole wall, and the
brightness recorded at the annulus decreases, even if the
annulus is not on the dark band.

The effects of light spreading through the firn and post-
processing smoothing are shown in Figure 6b. The
spreading of light decreases the magnitude of the brightness
drop and smooths the measured signal at the band edge.
The brightness change is reduced more for the thinner
bands. The Gaussian smoothing has a similar effect, though
the magnitude of the brightness drop at the center of
the dark band is reduced more, particularly for the 2 cm
thick bands.

Fig. 5. (a) A borehole video frame created with the Persistence of Vision ray-tracing program. The annulus marks the pixels whose brightness
values are averaged to create one brightness measurement. A band of lower reflectance is shown below the annulus. Wall reflectance is
80%, band reflectance is 5.26% less. (b) The percentage difference in brightness compared to a borehole with no dark band. Lowering the
camera down a borehole is simulated by making a series of images (like (a)) as the feature is moved up the borehole relative to the camera.
The red circle shows the brightness value from the image in (a).
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3.2.4. Ridges and gouges
Imperfections in the borehole wall are often formedwhen the
drill is stopped to extend the drill stem length or to recover a
core section. To simulate these imperfections, we generated a
set of images, where either a ridge or a gouge was added to
the borehole circumference (Fig. 7a and b). In a cross section
along the length of the borehole, the ridge is a semicircular
projection of radius 1mm into the borehole; the gouge is a
depression. The brightness log for a borehole with a ridge at
80% wall reflectance is shown in Figure 7c. The ridge causes
a ring of high brightness and a smaller shadowed area below.
The brightness is affected more below the ridge than above it;
no effect of the ridge is noticeable one borehole radius (5 cm)
away from the ridge in either direction. Simulations with a
wall reflectance of 95% were similar, though the magnitude
of the brightness variation was less because of the large
amount of light already reaching the camera.

The simulation of a BOS measurement with a 1mm
gouge is shown in Figure 7d. As in the ridge case, both a
ring of high brightness and a smaller shadowed area are
created, but in this case the shadowed area is higher in the
borehole. The brightness increase when the annulus is
centered on the gouge is similar to that of the ridge. The
brightness immediately above and below the gouge is
decreased, but no effect is noticeable at distances of one
borehole radius away.

The effect of light spreading in the firn and of smoothing
in post-processing on these logs is shown in Figure 7e and f.
The brightness peak of the ridge or gouge is substantially
muted, but the brightness increase is spread over a larger
vertical distance. The sharp drop in brightness is no longer
observed. The brightness record becomes more similar to
the brightness variations caused by variations in firn
properties (Fig. 6b). Convolving the brightness logs with
the Gaussian kernel has a similar effect. The magnitude of
the brightness signal is reduced but at the expense of making
the signal from the wall imperfections visually more similar
to a signal that might result from annual-scale layering.

3.2.5. Camera position and orientation
The effects of the camera pointing off the borehole axis and
the camera pointing straight down but being offset from the

center of the borehole are shown in Figures 8 and 9. The
brightness was calculated in two ways: (1) uncorrected –
where, as above, the brightness was the average over an
annulus of pixels 10 cm below the camera, centered on the
middle of the image; and (2) corrected – where the annulus
is re-centered on the darkest pixel in the image, which is a
best guess of the bottom of the borehole. The brightness was
also calculated for a half-annulus on each side of the
borehole. The camera points (or is offset) toward the + side,
and points (or is offset) away from the – side. For all images,
the borehole wall reflectance was 80%.

As the camera tilt increases to 2.58, the uncorrected half-
annulus averages vary relative to the untilted image by up to
1.5% (Fig. 8). Correcting the averaging process by re-
centering the annulus reduced this effect by about half. The
uncorrected brightness variations of the two sides partly
cancel each other for the full-annulus averages, but vari-
ations up to 0.5% can persist. Re-centering the annulus on
the bottom of the borehole reduced the brightness variations
to <0.2%. Simulations with boreholes of 20% and 98% wall
reflectance showed similar improvements.

The effect of the camera being offset from the center of
the borehole is shown in Figure 9. The variations in
brightness are significantly larger than in the tilted-camera
case, with a drop in brightness for an offset of 3 cm as large
as 35% for the whole annulus, and as large as 55% for the
+ side. Re-centering the annulus does little to reduce the
change in brightness because the center of the borehole
does not move significantly due to the camera displace-
ment. A different correction is required for these errors. The
smooth shape of the brightness-change vs offset curve
allows us to calculate a correction as a function of two
values that can be determined for any annulus on any video
frame: the mean brightness for the annulus, B0, and the
difference between the maximum and minimum brightness
on the annulus, �B. The corrected brightness, B̂, can be
found by

B̂ ¼ B0 1þ f ð�B,B0Þð Þ: ð9Þ
If the correction were perfect, the corrected brightness
would equal the brightness of the same annulus when
the camera is centered in the borehole. We used a

Fig. 6. Percentage decrease in brightness due to borehole-wall multiple reflection effects. Dark bands have widths of 10 cm (dashed), 5 cm
(dotted) and 2 cm (solid) and 5.26% lower reflectance than the borehole wall. Horizontal lines indicate one borehole radius (5 cm) away
from the edge of a dark band. (a) 80% (green) and 95% (purple) wall reflectance. (b) 80% wall reflectance in green is same as in (a). To
approximate the spreading of light in firn, we convolve the brightness log with a 5 cm kernel based on the intensity fall-off from the radiative
transfer modeling (red). To simulate post-processing smoothing, we convolve the brightness log with a 5 cm Gaussian kernel (light blue).
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second-degree polynomial for f,

f �B,B0ð Þ ¼ a
�B
B0
þ b

�B
B0

� �2

, ð10Þ

and found the values for a and b that minimized the misfit
between B̂ and the zero-offset brightness. A third-degree
polynomial did not produce a noticeably better correction.
For 80% wall reflectance and offsets less than 3 cm, the
optimal coefficients were a=0.51, b=0.3. This corrected
the brightness to within 2.5% of the centered camera case.
These same coefficients produced similar improvements for
a wall reflectance of 98%. For a wall reflectance of 20%, the
corrected brightness still varied from the camera-centered
brightness by �6%.

4. DISCUSSION
BOS is an effective tool for identifying stratigraphic features
in the firn. The features from one log can be used to count
annual layers (Hawley and others, 2003), or repeat
measurements (typically monthly or seasonally) in the same
borehole can be used to measure vertical strain (R. Hawley
and E. Waddington, unpublished information). The vertical
strain measurements do not require a specific determination
of the cause of the brightness features as long as the same

features can be identified in subsequent logs. However, the
accuracy of the annual-layer count depends upon properly
interpreting the brightness variations as seasonal changes in
firn properties.

The two models described provide a framework for
interpreting the brightness variations and understanding the
limitations of borehole video. We focus our discussion on
the accuracy of the annual-layer counts from BOS. We also
include a short discussion of the limitations of borehole
video on determining firn properties and suggest improve-
ments for future devices.

4.1. Effect on annual-layer counts
Accurate annual-layer counting with BOS requires that the
brightness variations observed are caused by seasonal
changes in the firn properties (e.g. grain size and density)
and are not a result of either wall imperfections or variations
in camera position. The ray-tracing calculations when
corrected for spreading of light in the firn (Fig. 7) show that
the brightness variations from wall imperfections are similar
to variations caused by intrinsic firn properties. The bright-
ness variations caused by wall imperfections could be
incorrectly interpreted as annual layers. At Siple Dome,
Antarctica, Hawley and others (2003) counted more layers
in the upper 70m than the visual and electrical methods
used on the core. Some of the extra layers measured

Fig. 7. Wall reflectance is 80%. (a) Ray-tracing image of borehole with a 1mm ridge 10 cm below camera. Annulus is not shown. (b) Image
of borehole with a 1mm gouge 10 cm below camera. (c–f) Thick black curves show brightness change as camera is lowered past feature.
The large (�40%) reflectance changes using ray tracing only are unrealistic because spreading of light in firn is not incorporated in the
ray-tracing model. To approximate the spreading of light, we convolve the brightness log with a 5 cm kernel based on the intensity fall-off
from the radiative transfer modeling (red). To simulate post-processing smoothing, we convolve the brightness log with a 5 cm Gaussian
kernel (light blue). Dashed boxes in (c) and (d) show area enlarged in (e) and (f).
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optically may have resulted from wall imperfections; the
effects of wall imperfections are likely to be largest in the
smaller-grained firn near the surface where volume scatter-
ing will be smallest. The best way to minimize the impact of
wall imperfections on BOS logs is to use well-stabilized
drills that leave the borehole with smooth walls. At Siple
Dome, the borehole was drilled with a mechanically
stabilized Eclipse drill, which produced relatively smooth
walls, leading to a clean brightness log. When a hand-
stabilized drill, a SideWinder, was used at the West Antarctic
Ice Sheet Divide core site, the BOS brightness logs were
difficult to interpret, likely due to scarring on the borehole
wall (unpublished results).

Camera stabilization is also important for high-quality
BOS logs. Variations in the camera angle and position can
produce features that could be identified as part of the
annual signal. These features can be identified and corrected
if they come from angular misalignment between the
camera and the borehole. However, it is difficult to identify
and correct the log if the camera moves from the center of
the borehole. A partial correction is possible based on the
maximum, minimum and mean brightness for the annulus.
However, this relationship is most accurate for a wall
reflectance of 80%, and can over- or under-correct if the
reflectance is significantly less.

Hawley and others (2003) calculated the brightness for
each quarter of the borehole and found the same pattern of
brightness variations for all quarters. They interpreted this to
indicate they were seeing near-horizontal layers. This test is
also important for checking the stabilization of the camera.
Camera-position errors will result in non-synchronous
brightness variations on different parts of the borehole wall.
The absence of brightness variations between sections of the
borehole supports the interpretation that the brightness
variations are caused by firn properties.

The good agreement of the annual-layer counts from
BOS, optical stratigraphy and electrical stratigraphy (Hawley
and others, 2003) suggests that wall imperfections and

camera-pointing errors were not a major source of
uncertainty at Siple Dome. Our modeling shows that BOS
observations are most accurate when the borehole was
drilled with a mechanically stabilized drill that limits wall
imperfections and has a constant diameter that allows good
stabilization of the camera.

4.2. Limitations of BOS and suggestions for future
devices
An objective of borehole measurements is the quantitative
determination of physical properties of the firn. While BOS
is effective at identifying stratigraphic markers in the firn, it
is ill-suited for recovering firn properties. Since BOS makes
only one measurement of brightness integrated over the
visible spectrum, it is not surprising that it cannot
distinguish between grain-size and density variations as
the cause of the brightness variations. There are additional
limitations as well. The ray-tracing results demonstrate that
BOS does not measure the local wall reflectance but rather
some nonlinear average of the wall reflectances near the
point of measurement. The complex viewing geometry that
comes from a downward-looking camera is unnecessary; a
device with a single light source (e.g. an LED) and a
detector (e.g. a photodiode) can measure the local wall
reflectance because the influence of multiple reflections
will largely be eliminated.

Another limitation of the current BOS configuration for
inferring firn properties is that it operates in the visible
spectrum. The brightness variations are sensitive to changes
in both grain size and density as shown with the radiative
transfer modeling (Fig. 1). Even if the BOS measurements
are paired with a log of density, such as from a neutron
density probe (Morris and Cooper, 2003), it is unlikely that
BOS can provide much information about the grain size or
SSA of the firn. In the radiative transfer results, the
difference in reflectance depending on whether the firn is
treated as ice grains in air or air bubbles in ice also shows
that the reflectance is sensitive to grain shape. Because ice

Fig. 9. Brightness change between a camera offset in the borehole
and one centered. The camera is offset toward the + side (blue) and
away from the – side (orange). The empirical correction (brown
dashed) uses the full annulus brightness and the difference between
the maximum and minimum brightness (purple dash dot) of the
annulus to find the best estimate of what the brightness would be if
the camera were centered in the borehole. See text and Equa-
tions (9) and (10) for description of empirical correction.

Fig. 8. Reflectance difference for the camera pointing off the
borehole axis. Wall reflectance is 80%. Full annulus (black). The
camera is pointing toward the + side (blue) and away from the
– side (orange). Solid curves have no correction to the processing.
Dashed curves improve the processing by re-centering on the
darkest point in the image which is interpreted as the borehole
center.
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is weakly absorbing in the visible spectrum, photons can
scatter many times without being absorbed and the energy
returned to the borehole is sensitive to the degree of
forward scattering. In the near infrared, ice is much more
strongly absorbing, and the absorption predominantly
determines the energy returned to the borehole. A device
using a near-infrared wavelength may be more effective at
quantitatively estimating the grain size or SSA of the firn
(e.g. Matzl and Schneebeli, 2006).

5. CONCLUSION
Two models were used to examine how light emitted from a
borehole video camera interacts with firn. A radiative
transfer model, treating the firn as a collection of ice grains
in air, showed that changes in borehole reflectance could be
caused by variations in either density or grain size; photons
are less likely to return when the scattering length (a
function of both grain size and density) is large. Multiple
combinations of grain size and density can produce the
same wall reflectance, so BOS, making only a single
measure of brightness in the visible spectrum, cannot
distinguish between variations in firn density and grain size.

Ray-tracing modeling showed the importance of the
multiple reflections from the borehole wall before photons
return to the camera. Those multiple reflections cause the
observed brightness to be a nonlinear average of the
borehole-wall reflectance approximately one borehole
diameter above and below the point of measurement.
Imperfections on the borehole wall and non-centered
camera positions can produce brightness variations that
are unrelated to changes in firn properties. Smooth borehole
walls and a well-stabilized camera improve the BOS
brightness logs, yielding accurate annual-layer counts.
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Dominé, F. and P.B. Shepson. 2002. Air–snow interactions and
atmospheric chemistry. Science, 297(5586), 1506–1510.

Dozier, J., S.R. Schneider and D.F. McGinnis, Jr. 1981. Effect of
grain size and snowpack water equivalence on visible and near-
infrared satellite observations of snow.Water Resour. Res., 17(4),
1213–1221.

Freitag, J., F. Wilhelms and S. Kipfstuhl. 2004. Microstructure-
dependent densification of polar firn derived from X-ray
microtomography. J. Glaciol., 50(169), 243–250.

Fu, Q. and W. Sun. 2001. Mie theory for light scattering by a
spherical particle in an absorbing medium. Appl. Opt., 40(9),
1354–1361.

Goral, C.M., K.E. Torrance, D.P. Greenberg and B. Battaile. 1984.
Modeling the interaction of light between diffuse surfaces.
Comput. Graph., 18(3), 213–222.

Grenfell, T.C. and S.G. Warren. 1999. Representation of a
nonspherical ice particle by a collection of independent spheres
for scattering and absorption of radiation. J. Geophys. Res.,
104(D24), 31,697–31,709.

Hansen, J.E. 1971. Multiple scattering of polarized light in
planetary atmospheres. Part I. The doubling method. J. Atmos.
Sci., 28(1), 120–125.

Hawley, R.L. and E.M. Morris. 2006. Borehole optical stratigraphy
and neutron-scattering density measurements at Summit, Green-
land. J. Glaciol., 52(179), 491–496.

Hawley, R.L., E.D. Waddington, R.A. Alley and K.C. Taylor. 2003.
Annual layers in polar firn detected by borehole optical
stratigraphy. Geophys. Res. Lett., 30(15), 1788. (10.1029/
2003GL017675.)

Hawley, R.L., E.M. Morris and J.R. McConnell. 2008. Rapid
techniques for determining annual accumulation applied at
Summit, Greenland. J. Glaciol., 54(188), 839–845. (10.3189/
002214308787779951.)

Helsen, M.M. and 7 others. 2008. Elevation changes in Antarctica
mainly determined by accumulation variability. Science,
320(5883), 1626–1629.

Henyey, L.C. and J.L. Greenstein. 1941. Diffuse radiation in the
galaxy. J. Astrophys., 93, 70–83.

Hörhold, M.W., M.R. Albert and J. Freitag. 2009. The impact of
accumulation rate on anisotropy and air permeability of polar
firn at a high-accumulation site. J. Glaciol., 55(192), 625–630.

Hudson, S.R., S.G. Warren, R.E. Brandt, T.C. Grenfell and D. Six.
2006. Spectral bidirectional reflectance of Antarctic snow:
measurements and parameterization. J. Geophys. Res.,
111(D18), D18106. (10.1029/2006JD007290.)

Kaspari, S. and 6 others. 2004. Climate variability in West
Antarctica derived from annual accumulation-rate records from
ITASE firn/ice cores. Ann. Glaciol., 39, 585–594.

LaChapelle, E.R. 1992. Field guide to snow crystals. Cambridge,
International Glaciological Society.

Lagouarde, J.-P. and 6 others. 2010. Modelling daytime thermal
infrared directional anisotropy over Toulouse city centre.
Remote Sens. Environ., 114(1), 87–105.

Matzl, M. and M. Schneebeli. 2006. Measuring specific surface
area of snow by near-infrared photography. J. Glaciol., 52(179),
558–564.

Morris, E.M. and J.D. Cooper. 2003. Density measurements in
ice boreholes using neutron scattering. J. Glaciol., 49(167),
599–604.

Mullen, P.E. and S.G. Warren. 1988. Theory of the optical
properties of lake ice. J. Geophys. Res., 93(D7), 8403–8414.

Petty, G.W. 2006. A first course in atmospheric physics. Second
edition. Madison, WI, Sundog Publishing.

Prahl, S.A. 1988. Light transport in tissue. (PhD thesis, University of
Texas, Austin.)

Fudge and Smith: Instruments and methods 623

15

http://www.ingentaconnect.com/content/external-references?article=0022-1430()49:167L.599[aid=7680834]
http://www.ingentaconnect.com/content/external-references?article=0022-1430()49:167L.599[aid=7680834]
http://www.ingentaconnect.com/content/external-references?article=0022-1430()52:179L.558[aid=7804212]
http://www.ingentaconnect.com/content/external-references?article=0022-1430()52:179L.558[aid=7804212]
http://www.ingentaconnect.com/content/external-references?article=0034-4257()114:1L.87[aid=9343734]
http://www.ingentaconnect.com/content/external-references?article=0022-1430()55:192L.625[aid=9343735]
http://www.ingentaconnect.com/content/external-references?article=0036-8075()320:5883L.1626[aid=9184893]
http://www.ingentaconnect.com/content/external-references?article=0036-8075()320:5883L.1626[aid=9184893]
http://www.ingentaconnect.com/content/external-references?article=0022-1430()54:188L.839[aid=9343736]
http://www.ingentaconnect.com/content/external-references?article=0094-8276()30:15L.1788[aid=7124177]
http://www.ingentaconnect.com/content/external-references?article=0022-1430()52:179L.491[aid=8719357]
http://www.ingentaconnect.com/content/external-references?article=0022-4928()28:1L.120[aid=9343737]
http://www.ingentaconnect.com/content/external-references?article=0022-4928()28:1L.120[aid=9343737]
http://www.ingentaconnect.com/content/external-references?article=0002-9505()55:6L.524[aid=6325822]
http://www.ingentaconnect.com/content/external-references?article=0094-8276()28:24L.4635[aid=5666121]
http://www.ingentaconnect.com/content/external-references?article=0094-8276()28:24L.4635[aid=5666121]
http://www.ingentaconnect.com/content/external-references?article=0885-6087()21:12L.1624[aid=9184449]
http://www.ingentaconnect.com/content/external-references?article=0003-6935()40:9L.1354[aid=9343739]
http://www.ingentaconnect.com/content/external-references?article=0003-6935()40:9L.1354[aid=9343739]
http://www.ingentaconnect.com/content/external-references?article=0022-1430()50:169L.243[aid=8720036]
http://www.ingentaconnect.com/content/external-references?article=0043-1397()17:4L.1213[aid=3514622]
http://www.ingentaconnect.com/content/external-references?article=0043-1397()17:4L.1213[aid=3514622]
http://www.ingentaconnect.com/content/external-references?article=0036-8075()297:5586L.1506[aid=7131638]
http://www.ingentaconnect.com/content/external-references?article=0036-8075()320:5883L.1596[aid=9343740]
http://www.ingentaconnect.com/content/external-references?article=0036-8075()320:5883L.1596[aid=9343740]
http://www.ingentaconnect.com/content/external-references?article=0034-4257()98:4L.414[aid=9343741]
http://www.ingentaconnect.com/content/external-references?article=0260-3055()39L.585[aid=7310206]
http://www.ingentaconnect.com/content/external-references?article=0260-3055()41L.167[aid=8159945]
http://www.ingentaconnect.com/content/external-references?article=0148-0227()93L.8403[aid=9343742]
http://dx.doi.org/10.1029/2006JD007290
http://dx.doi.org/10.1029/2005GL024236
http://dx.doi.org/10.1029/2003GL017675
http://dx.doi.org/10.1029/2003GL017675
http://dx.doi.org/10.3189/002214308787779951
http://dx.doi.org/10.3189/002214308787779951


Pritchard, H.D., R.J. Arthern, D.G. Vaughan and L.A. Edwards. 2009.
Extensive dynamic thinning on the margins of the Greenland and
Antarctic ice sheets. Nature, 461(7266), 971–975.

Schwander, J., T. Sowers, J.M. Barnola, T. Blunier, A. Fuchs and
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Chapter 3: Identifying flow lines and limitations of flux analyses in the 
interior of Thwaites Glacier 
 

Currently in review at Annals of Glaciology 

This paper has been submitted to Annals of Glaciology for a volume about radioglaciology. Howard 
Conway, Ian Joughin, and Ben Smith at the University of Washington as well as 6 others are co-authors. 

 The objective is to place modern outlet glacier variations in a historical context. The largest source of ice 
loss in Antarctica is in the Amundsen Sea region, particularly Thwaites and Pine Island glaciers. These 
glaciers have doubled their rate of ice loss in recent decades. Unfortunately, observations of ice flow in 
this region extend back only to the late 1970s with the first satellite observations. This makes it difficult 
to put the modern changes in context. We use internal layers imaged by radar to assess the past flow 
directions of Thwaites Glacier. These are found to agree closely with the modern flow. This not 
surprising for most of Thwaites Glacier because of deep bedrock troughs steering the flow but is also 
true from the Eastern Margin which is not strongly controlled by topography. The comparison of past 
and modern flow directions also revealed limitations of the satellite-derived velocity maps. 
Interferometric synthetic aperture radar (InSAR) methods did not resolve the ice-flow directions 
accurately. In addition, the differences between the InSAR velocities and very accurate GPS velocities 
often exceeded the stated uncertainty of the InSAR velocities. This illustrated that important sources of 
uncertainty in the InSAR methodology are being excluded from the stated uncertainties. We also used 
the radar-detected flow lines to define flowbands and performed a flux balance analysis in the middle 
tributary of Thwaites Glacier. We found a thinning rate of 0.49 m a-1, but the uncertainty was 0.34 m a-1. 
The main source of uncertainty was from the velocity estimate, which itself was underestimated. 
Therefore, flux balance analysis cannot resolve thickness change to a similar level of precision as 
altimetry measurements without a spatial array of GPS velocity measurements (or other measurements 
of similar precision). 

I wrote the manuscript, defined the flow lines, and performed the flux analyses. The radar data was 
collected and the radar layers were tracked by colleagues at the Unviersity of Texas. InSAR and GPS 
velocities were also provided by collaborators.  
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 12 
ABSTRACT 13 
Patterns in radar-detected internal layers in glaciers and ice streams can be tracked 14 
hundreds of kilometers downstream. We use distinctive patterns to delineate flow bands 15 
of Thwaites Glacier in the Amundsen Sea sector of West Antarctica. Flow bands contain 16 
information for the past century to millennium – the approximate time for ice to flow 17 
through the study region. GPS-detected flow directions (acquired in 2007-08) agree 18 
within uncertainty (~4̊) with the radar -detected flow lines, indicating that the flow 19 
direction has not changed significantly in recent centuries. In contrast, InSAR-detected 20 
directions (from 1996) differ from the radar- and GPS-detected flow lines in all but the 21 
middle tributary, indicating caution is needed when using InSAR velocities to define flow 22 
directions. There is agreement between all three data sets in the middle tributary. We use 23 
two radar-detected flow lines to define a 95-km long flow band and perform a flux 24 
balance analysis using InSAR-derived velocities, radar-detected ice thickness, and 25 
estimates of the accumulation rate. Inferred thinning of 0.49 ±0.34 m yr-1

 30 

 is consistent 26 
with satellite altimetry measurements, but has higher uncertainty due mainly to the 27 
velocity uncertainty. The uncertainty is underestimated because InSAR velocities often 28 
differ from GPS velocities by more than the stated uncertainties.  29 

 31 
I NT R ODUC T I ON 32 
Thwaites Glacier in the Amundsen Sea Sector of West Antarctica has area of ~182,000 33 
km2, and much of it is grounded well below sea level with an inward sloping bed (Holt et 34 
al. 2006). The catchment consists of tributaries that merge into the main trunk (Figure 1). 35 
The glacier is currently losing mass at a rate of about 20 Gt/yr (Rignot et al. 2008); 36 
thinning is 4±0.07 m yr-1 in fast-moving regions near the grounding line, decreasing to 37 
0.15±0.07 m yr-1 in slower-moving (<100 m yr-1

 43 

) farther inland (Pritchard et al. 2012). 38 
Recent changes over the past three decades include acceleration (Rignot et al., 2002), 39 
increased thinning (Pritchard et al. 2009; Shepherd et al. 2012), loss of ice-shelf 40 
buttressing (MacGregor et al. 2012) and increased ocean warming (Pritchard et al., 2012). 41 
Accumulation in the catchment has changed little over past decades (Medley et al., 2013).  42 

Over the past two decades, Thwaites Glacier has not accelerated as dramatically as Pine 44 
Island Glacier, but has increased its rate of mass loss due to widening of the fast-flow 45 
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region, particularly on the eastern margin (Rignot, 2008). The Eastern margin is not well 46 
constrained by topography or basal properties and may be susceptible to migration 47 
(MacGregor et al., in press). Inferring changes in flow pattern are difficult because 48 
observations in the interior of Thwaites only span a few decades; other indicators used for 49 
inferring past flow directions, such as flow stripes (Fahnestock et al., 2000) or crevassing 50 
at shear margins (Shabtaie et al., 1988) are not visible on Thwaites Glacier. Radar-51 
detected internal layers can be used to extract information about past ice flow over 52 
century time scales; here we adapt methods developed by Ng and Conway (2004). The 53 
radar-detected layers in fast-flowing ice often show trough-and-crest sequences that are 54 
inherited from flow disturbances farther upstream. Although the origin of the layer 55 
patterns may not be known, the patterns can be used to define the geometry of past flow 56 
bands by tracking sequences between radar profiles perpendicular to the ice flow. 57 
 58 
Quantifying the amount of thinning in the interior of Thwaites Glacier helps constrain the 59 
rate that perturbations at the grounding line propagate inland (Payne et al., 2004; Joughin 60 
et al., 2010a). For the fast-flowing region approximately 100 to 200 km inland of the 61 
grounding line, satellite radar altimetry indicates thinning of ~0.10 m a-1 for 1992-2003 62 
(e.g. Zwally et al., 2005; Helsen et al., 2008). Satellite laser altimetry suggests slightly 63 
greater thinning of ~0.15 m a-1

 72 

 (Pritchard et al., 2009) for 2003-2009. Altimetry 64 
measurements are sensitive to inter-annual variations in accumulation rate and changes in 65 
firn compaction.  Flux analysis of flow bands is a potential complimentary method for 66 
determining inland thinning rates because it is not sensitive to inter-annual accumulation 67 
variability. Shabatie et al. (1988) used flux analyses to assess the mass balance of Mercer, 68 
Whillans, and Kamb ice streams on the Siple Coast. They found a similar spatial pattern 69 
of thinning and thickening as newer methods using satellite observations (Joughin et al., 70 
2002; Pritchard et al., 2009)   71 

 73 
DATA SOURCES and METHODS 74 
Radar-detected ice thickness and internal layers 75 
Airborne geophysical surveys of the Amundsen Sea Embayment by the University of 76 
Texas Institute of Geophysics (UTIG) and the British Antarctic Survey provide 77 
measurements of ice thickness (Holt et al., 2006; Vaughan et al., 2006; Blankensip et al., 78 
2011) and internal layering. We use radar data collected by UTIG with a 60MHz, phase 79 
coherent (HICARS) system (Peters et al., 2005). Ice thickness was mapped along radar 80 
profiles that were collected on 15.6 km grids over Thwaites Glacier (Figure 1). Radar-81 
detected internal layers were picked and mapped using a seismic package (Geoframe) 82 
with strong cross over control. The conversion of radar travels times to depth assumed a 83 
constant wave velocity of 168.374 μs m-1

 86 

 and did not incorporate a firn layer (Holt et al., 84 
2006).  85 

Radar-detected flow lines 87 
We mapped past flow lines through the study region by tracking positions of 88 
recognizable features (crest and trough sequences) between successive pairs of radar 89 
cross profiles (Figure 2). Positions of recognizable features were picked independently; 90 
that is, when picking features between cross-profiles L2 and L3, the positions of picks 91 
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between cross profiles L1 and L2 were not considered. A total of 191 flow lines were 92 
tracked (Figure 3; Conway et al., 2010); most were located in the eastern and middle 93 
tributaries. Fewer flow lines could be tracked in the western tributaries because the radar 94 
profiles often crossed the flow direction at angles >30o

 97 

. Four flow lines in the middle 95 
tributary could be tracked 110 km through eight cross-profiles.  96 

The uncertainty in the flow lines was estimated from the differences between picks of a 98 
feature at each radar line. Features were on average identified within 140 m with a 99 
maximum difference of 380 m. This results in a ~3o uncertainty in the direction of a flow 100 
line. The radar-detected layers provide information on time scales related to the advection 101 
of ice between upstream and downstream cross profiles (Ng and Conway, 2004). The 102 
velocities range from 75 to 400 m yr-1

 106 

 in the study area so the time for flow through the 103 
study area ranges from ~50 years for a feature identified in one pair of radar profiles 104 
(~15.6 km) to ~600 years for features tracked through 8 radar profiles (~110 km).  105 

Satellite-derived velocity field 107 
We use a map of 1996 surface velocities derived using interferometric synthetic aperture 108 
radar (InSAR) and speckle-tracking methods (Joughin et al., 2009). In areas of crossing 109 
satellite orbits where the phase could be successfully unwrapped, formal uncertainty in 110 
the horizontal velocity components is 3-5 m yr-1

 121 

. In addition to the formal uncertainties, 111 
an additional ~3% uncertainty is introduced in the process of removing vertical 112 
displacements (Joughin et al., 2009). A third uncertainty component comes from 113 
systematic errors in the SAR baseline estimate used to convert image displacements and 114 
phase differences into velocity values.  While every effort has been made to minimize 115 
these errors, for velocity estimates derived from image pairs with short temporal 116 
intervals, these errors can be on the order of 50 m/yr, and are correlated over several tens 117 
to hundreds of kilometers (Joughin et al., 2010b). The uncertainties of the InSAR 118 
velocities presented in the Results section are the sum of the formal uncertainty and 3% 119 
uncertainty from removing vertical displacements. 120 

An InSAR velocity map is also available from Rignot et al. (2011). This velocity map 122 
uses the same 1996 data as Joughin et al. (2009) but also incorporates data from 2007 and 123 
2008 that covers portions of Thwaites Glacier. We primarily use the map of Joughin et al. 124 
(2009) because it was developed for detailed investigations of Thwaites Glacier. We 125 
discuss differences between the Rignot et al. (2011) and the Joughin et al. (2009) 126 
velocities in a following section.   127 
 128 
GPS Measurements 129 
Dual –frequency GPS units (Trimble 5700, R7, NetRS receivers with Trimble Zephyr 130 
geodetic antnnas) were installed for approximately 4-week durations during the Antarctic 131 
summers of 2007-08 and 2008-09 along the 2 main trunks of Thwaites Glacier and on the 132 
surrounding slow-moving, flanking ice. GPS antennas were mounted on rigid metal poles 133 
that extended ~1-2 m across the ice surface. Our processing strategy generally follows 134 
that outlined by King (2004) for glaciological applications. GPS stations on streaming ice 135 
were processed kinematically relative to a local base station using differential carrier 136 
phase positioning, with epoch-by-epoch zenith tropospheric delay estimation as 137 
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implemented in the Track software (Chen, 1998) with very loose constraints on rover site 138 
motion. Daily solutions for the local base station on slow-moving ice near Mt. Takehe 139 
were calculated using differential carrier phase positioning as implemented in 140 
GAMIT/GLOBK. Antenna heights were updated daily assuming a linear trend between 141 
measured antenna heights at the beginning and end of the field season. Horizontal 142 
velocities were extracted from linear fits for the entire field seasons using iteratively 143 
reweighted least squares with bisquare weighting after data were transformed into a polar 144 
stereographic projection (central meridian is 0° and latitude of true scale is -71°S). 145 
Although formal uncertainties (defined as two standard deviations from the best fit) were 146 
very small (~0.001 m/a), we conservatively estimate horizontal velocity uncertainties at 147 
~0.2 m a-1 based on value of residuals from the best fit line to account for errors 148 
associated with antenna height uncertainty, firn compaction, and advection.  149 
 150 
Accumulation rate 151 
Measurements of accumulation in the interior of Thwaites Glacier are sparse. Kaspari et 152 
al. (2004) report measurements from eight firn/ice cores in central West Antarctica. The 153 
one core in the Thwaites Glacier catchment indicated average accumulation of 0.48 m yr-154 
1 (reported accumulation rates are in ice equivalent) over the period 1922-1991 Several 155 
studies have used these data to help constrain regional climate models (e.g. Arthern et al., 156 
2006; Monaghan et al. 2006; van de Berg et al., 2006); estimates of accumulation in the 157 
Thwaites catchment range from 0.4 to 0.65 m yr-1. Recent work using a combination of 158 
radar-detected shallow layers and firn cores found an average accumulation rate of 159 
0.46±0.07 m yr-1 for the entire Thwaites catchment (Medley et al., 2013). For our study 160 
area, the accumulation rate for each segment was calculated from the Medley et al. 161 
(2013) accumulation map and had an average of 0.54 m yr-1. The study area was well 162 
covered by radar lines, reducing the uncertainty in the accumulation rate for each 163 
segment to an estimated 0.05 m yr-1

 165 
. 164 

 166 
RESULTS 167 
Ice-flow Direction 168 
The ice flow directions defined by radar-detected features and by InSAR differed by an 169 
average of 2.5˚ in the middle tributary but substantially more in the other tributaries. 170 
Figure 3 shows the average direction difference for each tributary. The InSAR directions 171 
are rotated eastward (towards the top) by an average of 8.3 degrees in the eastern 172 
tributary relative to the radar-defined directions. The disagreement is even larger for the 173 
two western tributaries although the number of measurements of radar-defined flow lines 174 
is smaller. The InSAR directions are rotated westward by an average of 12.9˚ in the 175 
southwestern tributary and 22.4˚ in the western tributary.  176 
 177 
Differences in ice flow direction could indicate a change in flow pattern over the past few 178 
centuries; however, the difference might also be due to inaccuracies of one of the 179 
methods. To examine potential inaccuracies, we compare the flow directions to those 180 
measured at 5 GPS stations. Stations A, B and C are located in the eastern tributary and D 181 
and E are in the middle tributary. No GPS units were deployed in the southwestern and 182 
western tributaries where differences are largest. The radar-detected and GPS directions 183 
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differed by up to 3.4̊ , which is within the combined uncertainty; the differences are not 184 
biased in one direction (Table 1). The maximum difference between InSAR and GPS 185 
directions is 12.7˚. The agreement is good in the middle tributary, but consistently rotated 186 
eastward in the eastern tributary.  187 
 188 
The agreement of radar-detected and GPS directions in the eastern tributary indicate that 189 
the InSAR directions are incorrect. The large differences in the western and southwestern 190 
tributaries are also likely caused by incorrect InSAR directions. Close inspection of the 191 
western tributary shows that radar-detected directions follow the bedrock trough and the 192 
direction of increasing ice velocity. In contrast, InSAR velocity vectors are oriented such 193 
that an ice particle that starts in the center of tributary travels across the margin into 194 
slower moving ice. 195 
 196 
Flux Imbalance and Uncertainty 197 
Flow bands can be tracked between six to eight radar lines in both the eastern and middle 198 
tributaries. This is a distance of 80 to 110 km and presents the opportunity to determine 199 
thinning rates from mass conservation. The large differences between the ice-flow 200 
directions determined by InSAR and those determined by radar and by GPS for the 201 
eastern tributary prevent a reliable flow band analysis. However, the agreement of all 202 
three data sets in the middle tributary suggest the InSAR velocities may be sufficiently 203 
accurate to allow the thinning rate to be determined. 204 
 205 
Four flow lines were tracked through at least eight radar lines in the middle tributary. We 206 
focus on the large flow band defined by the outer two flow lines (Figure 3) and calculate 207 
the flux gate area at the top and bottom of each flow band segment. The flux gate area is 208 
the cross-sectional area between two flow lines (Figure 2). Assuming no ice flow across 209 
the sides of a flow band, from continuity the flux through the upstream gate equals the 210 
flux out the downstream gate plus any mass changes within the flow band:  211 
 212 

( )SAmhbuAuA upupdndn  −−+×=×      (1) 213 
 214 
where A is the flux gate areas, u is the average velocity at the flux gate, dn indicates the 215 
downstream gate, up b indicates upstream gate, is the ice-equivalent accumulation rate, 216 
h is the rate of change in ice thickness (positive for thickening), m is the rate of basal 217 
melting, and SA is the surface area of the flow band. Basal melting through this area is 218 
more than an order of magnitude less than b  (Joughin et al., 2009), and is ignored. 219 
 220 
The flow band width does not accumulate uncertainty because the radar-detected features 221 
are identified independently at each radar profile. The uncertainty in the flux gate width 222 
is then the uncertainty in defining the features at each end, which we estimate to be a total 223 
of 600 m in width. The radar lines are not always perpendicular to the ice flow, so we 224 
convert the measured width to the width perpendicular to the ice flow by multiplying by 225 
the cosine of the difference between the direction of the radar line and the direction of the 226 
ice flow. Up to 11% of bed returns for a flux gate cannot be distinguished; the maximum 227 
distance between bed returns is 1 km. Depths vary by up to 50 m over 1-km distances, 228 
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but typically variations are less. We interpolate linearly between measured bed returns 229 
and estimate that the lack of returns results in less than 5 m depth uncertainty. 230 
Uncertainty of the radar wave speed in ice largely cancels at the upstream and 231 
downstream gates and we therefore ignore this contribution.  232 
 233 
The velocity at the flux gate is determined from the InSAR velocity map. The surface 234 
velocity is considered equal to the depth-averaged velocity, i.e. the ice is moving entirely 235 
by sliding. Calculations of the international deformation show a maximum of 5 m yr-1 of 236 
surface motion. This yields less than 1 m yr-1

 240 

 of uncertainty of the depth-averaged 237 
velocity, which is an order of magnitude less than the InSAR uncertainty and is not 238 
included here.  239 

The net flux, average depth, width, and velocity at each gate are shown in Table 2 as well 241 
as the associated uncertainties. The total flux uncertainty is calculated assuming standard 242 
propagation of independent errors. The uncertainty for each flux gate is 5% to 10% of the 243 
total flux and is dominated by the velocity.  244 
 245 
The net flux imbalance as well as the equivalent change in ice thickness averaged of the 246 
surface area is shown in Table 3 for each segment. A positive value indicates more mass 247 
is entering the segment, which results in thickening; a negative value indicates thinning. 248 
The uncertainty for any segment is often an order of magnitude larger than the calculated 249 
thickness change. This arises because for short segments (15.6 km), the flux difference is 250 
small and the velocity uncertainties at both flux gates dominate the estimate. 251 
 252 
The full 110 km flow band allows a more robust estimate of average thinning and is also 253 
shown in Table 2. The average thinning rate is -0.47±0.42 m yr-1. L1 has a large velocity 254 
uncertainty, so calculating the thinning from L2-L8 finds nearly the same thinning rate of 255 
-0.49 m yr-1 but reduces the uncertainty to 0.34 m yr-1

 257 
.   256 

Additional Velocity Uncertainty 258 
The uncertainty in the flux analysis is dominated by the velocity uncertainty. Thus far, we 259 
have assumed that the formal and slope-dependent uncertainties sufficiently characterized 260 
the velocity uncertainty, as in the Ross Drainage where the InSAR velocities were 261 
compared with ground-based measurements (Joughin et al., 2002). However, Thwaites 262 
glacier is a difficult area for InSAR measurements.  High accumulation rates and low 263 
radar reflectivity lead to poor coherence and rapid temporal decorrelation between 264 
images.  As a result, in many parts of the glacier, only a few short-repeat image pairs 265 
from ERS are available.  These estimates have larger errors and biases than those based 266 
on the 23-or 38-day pairs available elsewhere.   267 
 268 
The InSAR and GPS velocities are compared in Table 2. In the eastern tributary, where 269 
the flow directions do not agree, the InSAR velocities exceed the GPS velocities by 16% 270 
at site A and 13% at site B, which is more than the formal and slope-dependent 271 
uncertainty and indicates that there is additional uncertainty from the short repeat 272 
interval. In the middle tributary, the InSAR velocity is 5% greater at site D and slightly 273 
outside of the uncertainty; at site E, they agree within the uncertainty. The comparison 274 
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suggests that uncertainty in the velocity magnitude is reasonable in places where the 275 
direction is accurate, and inaccurate directions are an indication that the magnitude may 276 
be off as well. 277 
 278 
At four of the five GPS locations, the InSAR velocity is greater than the GPS velocity. It 279 
is unlikely that the difference is caused by the different times at which the velocities were 280 
measured;  InSAR velocities are from 1996 and GPS velocities are from 2007-08 summer 281 
season. Thwaites Glacier is most likely accelerating in response to recent terminus 282 
changes, so the GPS velocities would be expected to be greater than the InSAR 283 
velocities.  284 
 285 
We also compared the GPS velocities with the velocity map of Rignot et al. (2011). 286 
Rignot et al. use a combination of the 1996 ERS 1 and 2 satellite passes (from which the 287 
Joughin et al., 2009 velocities were calculated) as well as the 2007-2008 PALSAR data, 288 
which does not cover the entire region. The Rignot et al. InSAR velocity directions agree 289 
well with the GPS directions in the eastern tributary and do not differ by more than 2.5˚ 290 
(Table 1); however, the directions differ by 9.5̊ and 5.3˚ in th e middle tributary. This is 291 
the opposite of the Joughin et al. velocities, which agree well in the middle tributary but 292 
not the eastern tributary. There are gaps in the Rignot et al. velocity map preventing 293 
comparison with the radar-detected directions in the western and southwestern tributaries.   294 
 295 
The Rignot et al. velocities are less than the GPS velocities at 4 of the five GPS locations, 296 
and the differences exceed the stated velocity uncertainties at 3 of the 5 sites. The 297 
velocity differences often exceed the stated uncertainties by more than an order of 298 
magnitude. At site D, Rignot et al. (2011) give a 1 m yr-1 velocity uncertainty yet the GPS 299 
velocity is 28 m yr-1 (12%) greater; at site E, the GPS velocity is 15 m yr-1 (14%) greater 300 
although the stated uncertainty is 1 m yr-1

 305 

. Rignot et al. (2011) velocities in the eastern 301 
tributary agree better with the GPS velocities with the difference exceeding the 302 
uncertainty at only one of the three sites. This suggests that the velocity magnitudes are 303 
more accurate where the directions agree, as observed with the Joughin et al. velocities.  304 

The large differences between the GPS and both InSAR velocities (and even larger 306 
differences between the two InSAR maps) suggest that the InSAR uncertainties that 307 
accompanied the data are too small and need to include uncertainty associated with short 308 
repeat intervals. This increases the uncertainty of the flux analysis presented above and 309 
reduces the confidence in the thinning estimates. The large velocity uncertainties 310 
dominate the total uncertainty of the flux analyses; velocity uncertainty of less than a 311 
meter per year is necessary to achieve similar precision as satellite altimetry methods.  312 
 313 
GPS velocities provide the necessary precision, but lack spatial coverage. If the velocities 314 
at the L2 and L8 gates (from Joughin et al. 2009) are scaled to the GPS velocities, the 315 
inferred thinning is reduced to 0.36 m yr-1, closer in agreement with the altimetry 316 
methods. The uncertainty is difficult to estimate because while the GPS velocities have 317 
an uncertainty of 0.2 m yr-1, a constant scaling of all velocities along the flux gate is 318 
likely too simplistic. If only the GPS velocity uncertainty is used, the total uncertainty is 319 
0.08 m yr-1, which is similar to the precision of the laser altimetry techniques and the 320 
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uncertainty in accumulation dominates the estimate; however, multiple GPS 321 
measurements at the flux gates would be necessary to reduce the velocity.  322 
 323 
 324 
CONCLUSIONS 325 
Flow lines can be effectively determined using radar-detected features in the interior of 326 
Thwaites Glacier where other means of identifying flow directions, such as flow stripes 327 
and crevasses at shear margins, are not possible. Comparisons of GPS and radar-detected 328 
flow directions with InSAR directions indicate that InSAR velocities alone are not 329 
sufficient to define flow lines and flow bands. 330 
 331 
A flux analysis in the middle tributary where the InSAR velocity directions agree well 332 
with the GPS and radar-detected directions indicates thinning of -0.49 m yr-1, but with a 333 
large uncertainty of 0.34 m yr-1

 340 

. Further, InSAR velocities often differ from the GPS 334 
velocities by more than InSAR uncertainties, indicating that the flux analysis uncertainty 335 
is too low. InSAR velocities provide a good overview of the velocity structure of 336 
Thwaites Glacier and are sufficient for many glaciological investigates (Joughin et al., 337 
2009; Rignot et al., 2011) but are not accurate enough to be used in a flux analyses in the 338 
interior portions of the glacier.  339 
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Table 1: Comparison of Ice-flow Directions

Tributary Station
GPS 
Direction

Radar-
detected 
Direction

InSAR 
Direction

GPS minus 
Radar-
Detected

GPS minus 
InSAR

Eastern A 236.2 233.0 239.6 3.2 -3.4
Eastern B 231.6 229.8 244.2 1.7 -12.7
Eastern C 210.1 213.5 220.1 -3.4 -10.0
Middle D 269.2 270.3 266.9 -1.1 2.4
Middle E 267.4 264.0 266.7 3.4 0.7
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Table 2: Values at Flux Gates

Radar Line Flux (km3) Depth (m) Width (m)
Velocity (m 

yr-1)

Depth Flux 
Uncertainty 

(km3)

Width Flux 
Uncertainty 

(km3)

Velocity Flux 
Uncertainty 

(km3)
L1 30.0 ±2.4 2313 ±5 42263 ±600 304 ±25 0.1 0.4 2.4
L2 29.4 ±1.3 2409 ±5 47993 ±600 250 ±11 0.1 0.4 1.3
L3 29.9 ±1.4 2470 ±5 54884 ±600 215 ±10 0.1 0.3 1.3
L4 28.7 ±1.5 2523 ±5 63620 ±600 174 ±10 0.1 0.3 1.5
L5 26.9 ±1.7 2434 ±5 72582 ±600 150 ±10 0.1 0.2 1.7
L6 25.4 ±1.9 2528 ±5 74870 ±600 134 ±10 0.0 0.2 1.9
L7 23.6 ±1.7 2735 ±5 76886 ±600 112 ±8 0.0 0.2 1.7
L8 22.8 ±1.7 2774 ±5 83688 ±600 96 ±7 0.0 0.2 1.7
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Table 3: Flowband Ice Thickness Change and Uncertainty

Flowband
Surface 
Area (km2)

Accumulati
on (m a-1)

Surface 
Flux (km3)

Net Flux 
(km3)

Thickness 
Change (m 
a-1)

Thickness 
Change 
Uncertainty 
from Depth 
(m a-1)

Thickness 
Change 
Uncertainty 
from Width 
(m a-1)

Thickness 
Change 
Uncertainty 
from Velocity 
(m a-1)

Thickness 
Change 
Uncertainty 
from 
Accumulation 
(m a-1)

Total 
Thickness 
Change 
Uncertainty 
(m a-1)

L1-L2 704 0.59 0.39 -0.3 ±4.0 -0.37 0.12 0.79 3.87 0.05 3.95
L2-L3 806 0.57 0.44 0.9 ±2.4 1.16 0.10 0.60 2.27 0.05 2.35
L3-L4 923 0.55 0.51 -0.7 ±2.2 -0.73 0.09 0.45 2.18 0.05 2.23
L4-L5 1064 0.53 0.59 -1.2 ±2.2 -1.09 0.07 0.32 2.14 0.05 2.17
L5-L6 1154 0.53 0.63 -0.9 ±2.2 -0.82 0.06 0.26 2.20 0.05 2.22
L6-L7 1185 0.54 0.65 -1.1 ±2.1 -0.93 0.06 0.23 2.13 0.05 2.15
L7-L8 1257 0.53 0.69 -0.1 ±1.9 -0.09 0.05 0.19 1.87 0.05 1.88

L1-L8 7093 0.54 3.90 -3.3 -0.47 0.01 0.06 0.41 0.05 0.42
L2-L8 6389 0.54 3.51 -3.1 -0.49 0.01 0.06 0.33 0.05 0.34
L2-L8 GPS 6389 0.54 3.51 -2.2 -0.36 0.01 0.06 0.01* 0.05 0.08*
* The velocitiy uncertainty is from the GPS uncertainty only and does not include uncertainty due to spatial variation
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Table 4: Velocity Comparison

Tributary Station

GPS 
Velocity  
(m yr-1)

Joughin 
InSAR 
Velocity 
(m yr-1)

Rignot 
InSAR 
Velocity 
(m yr-1)

GPS - 
Joughin 
InSAR (m 
yr-1)

Joughin 
InSAR 
uncertainty 
(m yr-1)

GPS-
Rignot 
InSAR (m 
yr-1)

Rignot InSAR 
Uncertainty 
(m yr-1)

Eastern A 140.6 164.4 128.8 23.8 7.7 -11.8 3.0
Eastern B 111.0 125.5 108.9 14.5 7.8 -2.1 3.2
Eastern C 108.1 99.8 108.4 -8.3 15.9 0.3 3.0
Middle D 249.3 263.5 221.1 14.2 12.0 -28.2 1.0
Middle E 113.2 116.4 97.8 3.2 7.9 -15.4 1.0
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Figure 1: InSAR velocity map (Joughin et al., 2009) overlain by radar 
lines (Holt et al., 2006). Purple lines indicate areas where radar-
detected features were tracked. Yellow circles are shallow core loca-
tions from US-ITASE. Red circle is WAIS DIVIDE ice core site. Letters A-E 
are GPS locations.
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Chapter 4: Onset of deglacial warming in central West Antarctica driven 
by local orbital forcing 
 
Originally published in Nature 
 
The lead author was WAIS Divide Project Members to acknowledge the contributions of the many, many 
people it took to recover the core and obtain the fantastic records. It is the first community paper from 
a US-led ice core project. I was the lead corresponding author. The main text is in Chapter 4 and the 
supplementary material in Chapter 5. In addition, Appendix A contains additional information about the 
electrical measurements that formed the basis of the timescale. This paper developed the first annually 
resolved timescale from the Southern Hemisphere that extends to the last glacial period. The timescale 
was used to infer the timing of accumulation rate changes and was combined with the water stable-
isotope record to determine the surface temperature history. We found that West Antarctic warming 
was ongoing prior to a Northern Hemisphere trigger and was likely caused by increasing local insolation. 
Using climate modeling we showed that West Antarctic is sensitive to sea-ice changes while interior East 
Antarctica is largely isolated from sea-ice changes in coastal Antarctic waters.   
 
This paper required the efforts of many people. A description of author contributions is at the end of the 
paper. I developed the timescale, the accumulation rate history, and led the climate interpretation 
which was largely based on the stable isotope record from Eric Steig’s lab. I also interpreted the sea-salt 
sodium record from Joe McConnell’s lab and was the primary author of the manuscript. 
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LETTER
doi:10.1038/nature12376

Onset of deglacial warming in West Antarctica
driven by local orbital forcing
WAIS Divide Project Members*

The cause of warming in the Southern Hemisphere during the most
recent deglaciation remains a matter of debate1,2. Hypotheses for a
Northern Hemisphere trigger, through oceanic redistributions of
heat, are based in part on the abrupt onset of warming seen in East
Antarctic ice cores and dated to 18,000 years ago, which is several
thousand years after high-latitude Northern Hemisphere summer
insolation intensity began increasing from its minimum, approxi-
mately 24,000 years ago3,4. An alternative explanation is that local
solar insolation changes cause the Southern Hemisphere to warm
independently2,5. Here we present results from a new, annually
resolved ice-core record from West Antarctica that reconciles these
two views. The records show that 18,000 years ago snow accumula-
tion in West Antarctica began increasing, coincident with increasing
carbon dioxide concentrations, warming in East Antarctica and cool-
ing in the Northern Hemisphere6 associated with an abrupt decrease
in Atlantic meridional overturning circulation7. However, signifi-
cant warming in West Antarctica began at least 2,000 years earlier.
Circum-Antarctic sea-ice decline, driven by increasing local insola-
tion, is the likely cause of this warming. The marine-influenced West
Antarctic records suggest a more active role for the Southern Ocean
in the onset of deglaciation than is inferred from ice cores in the East
Antarctic interior, which are largely isolated from sea-ice changes.

Exceptional records of Southern Hemisphere climate change come
from Antarctic ice cores2,6,7. Most of these records are from high-
altitude sites on the East Antarctic plateau. Questions about the reli-
ability of the two previous deep West Antarctic ice-core records result in
those records often being excluded from reconstructions of Antarctic
climate4,8. Because the climate of West Antarctica is distinct from that of
interior East Antarctica, the exclusion of West Antarctic records may
result in an incomplete picture of past Antarctic and Southern Ocean
climate change. Interior West Antarctica is lower in elevation and more
subject to the influence of marine air masses than interior East Antarctica,
which is surrounded by a steep topographic slope9,10. Marine-influenced
locations are important because they more directly reflect atmospheric
conditions resulting from changes in ocean circulation and sea ice.
However, ice-core records from coastal sites are often difficult to inter-
pret because of complicated ice-flow and elevation histories. The West
Antarctic Ice Sheet (WAIS) Divide ice core (WDC), in central West
Antarctica, is unique in coming from a location that has experienced
minimal elevation change11, is strongly influenced by marine conditions9

and has a relatively high snow-accumulation rate, making it possible
to obtain an accurately dated record with high temporal resolution.

Drilling of WDC was completed in December 2011 to a depth of
3,405 m. Drilling was halted ,50 m above the bedrock to avoid con-
taminating the basal water system. WDC is situated 24 km west of the
Ross–Amundsen ice-flow divide and 160 km east of the Byrd ice-core
site (Supplementary Fig. 1). The elevation is 1,766 m; the present-day
snow accumulation rate is 22 cm yr21 (ice equivalent) and the average
temperature is approximately 230 uC. The age of the oldest recovered
ice is ,68 kyr. The WDC06A-7 timescale is based on the identification
of annual layers to 29.6 kyr ago using primarily electrical measurements

(Methods). To validate WDC06A-7, we compare times of abrupt changes
in atmospheric methane concentration (Supplementary Information)
with the Greenland Ice Core Chronology 200512 (GICC05). We also
compare the methane variations in WDC with abrupt changes in a
speleothem d18O record from Hulu Cave, China. The difference in age
between the ice and gas at a given depth is calculated using a steady-
state firn-densification model and is always less than 500 yr. The age
differences between WDC06A-7 and GICC05 and between WDC06A-7
and the Hulu Cave timescale are much less than the independent time-
scale uncertainties (Supplementary Fig. 6).

We interpret d18O of ice (Methods) as annual-mean surface air
temperature, as supported by independent estimates of temperature
from borehole thermometry13. WDC has many similarities with other
records (Fig. 1) and resolves Antarctic Isotope Maximum (AIM)
events clearly. The late Holocene WDC record shows cooling, suggest-
ing that the increase in d18O at Byrd over the past few thousand years
resulted from ice advection and thinning11. The abrupt increase in d18O
,22 kyr ago at Siple Dome is not observed at WDC. The AIM1 peak
and the subsequent Antarctic Cold Reversal (ACR; 14.5–12.9 kyr ago)
are more pronounced in WDC than at Byrd and Siple Dome, possibly
owing to discontinuous sampling of the Byrd core and thinning of
Siple Dome.

The most rapid warming at WDC occurred after the ACR and
culminated at AIM0. The timing of AIM0 is difficult to define because
it is composed of two peaks, one 11.95 kyr ago and the other 11.6 kyr
ago. The ice accumulation rate at WDC increased abruptly by 37% in
the 400 yr between 12.0 and 11.6 kyr ago (Supplementary Fig. 2). The
increase in ice accumulation with little change in d18O shows that the
accumulation rate is not controlled strictly by temperature. Abrupt
changes in accumulation cannot be recognized in most other Antarctic
ice cores because their timescales lack sufficient resolution; it is thus
unknown whether this event is specific to WDC or whether accumula-
tion increased abruptly over a larger portion of Antarctica.

The coldest period at WDC was between 28 and 22 kyr ago and was
interrupted by AIM2, a 1,000-yr warm period between 24 and 23 kyr ago.
AIM2 is also prominent in the EPICA Dronning Maud Land (EDML) ice
core7 but is muted or nearly absent in other East Antarctic records14

(Fig. 1). Other West Antarctic cores also record AIM2, although the
low resolution of the Byrd core and the abrupt d18O increase 22 kyr
ago in the Siple Dome core have made this feature difficult to discern.
AIM2 illustrates the spatial heterogeneity of Antarctic climate variability
during the coldest part of the glacial period.

To investigate deglacial warming across the Antarctic continent, we
use a sliding Wilcoxon rank-sum test (Fig. 2) to identify times of
significant change in the d18O records of WDC, EDML and the
EPICA Dome C ice core6 (EDC); we convert the EDC dD record to
d18O using d18O 5 (dD 2 10)/8. The WDC and EDC timescales can be
aligned at a ,150-yr-long acid deposition event15,16, which eliminates
the relative age uncertainty at 18 kyr ago. The rank sum test reveals
three important features: gradual deglacial warming at WDC was
punctuated by periods of more rapid change; the most abrupt warming

*Lists of participants and their affiliations appear at the end of the paper.
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began at the 18-kyr-ago acid deposition event; and significant warming
at WDC began by 20 kyr ago, at least 2,000 yr before significant warm-
ing at EDML and EDC.

Further insight into deglacial warming at WDC is gained by investi-
gating the sea-salt sodium (ssNa) record (Methods). Debate remains
about whether ssNa on millennial timescales reflects primarily sea-ice
production or the strength of atmospheric circulation17. In the Amun-
dsen and Ross seas, changes in sea ice and atmospheric circulation are
coupled because atmospheric forcing is the dominant control on sea-
ice concentration18. We interpret ssNa as a proxy for sea-ice extent and
a marker of marine changes (Supplementary Information). The rank-
sum test reveals that each rapid increase in d18O, indicating warming,
was accompanied by a decrease in ssNa, suggesting less sea ice (Fig. 2).

Consistent with this, the decrease in d18O during the ACR was accom-
panied by an increase in ssNa.

The accumulation rate at WDC was inferred without assuming a
relationship with d18O or temperature (Methods). Although uncer-
tainty in the annual-layer interpretation and ice-flow history used to
determine the accumulation rate precludes a statistical assessment
comparable to that used for the d18O and ssNa records, results suggest
that an initial increase in accumulation occurred between 18.5 and
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17 kyr ago (Fig. 3), consistent with the rapid warming 18 kyr ago. This
also coincides with evidence for changes in Southern Ocean upwelling19,
atmospheric carbon dioxide concentration8,20 and Atlantic meridional
overturning circulation5 (AMOC). The accumulation increase prob-
ably results from more frequent or stronger moisture-bearing storms
penetrating into West Antarctica. This supports a southward shift21

or intensification22 of the mid-latitude westerly storm track, and is
consistent with the hypothesis of a decrease in AMOC leading to
Southern Hemisphere warming and Northern Hemisphere cooling3—
the ‘bipolar seesaw’.

Both the WDC and the lower-resolution Byrd ice-core records show
that warming in West Antarctica began before the decrease in AMOC
that has been invoked to explain Southern Hemisphere warming4,19.
The most significant early warming at WDC occurred between 20 and
18.8 kyr ago, although a period of significant warming also occurred
between 22 and 21.5 kyr ago. The magnitude of the warming at WDC
before 18 kyr ago is much greater than at EDML or EDC; linear regres-
sion of d18O between 22 and 18 kyr ago shows that it increased by

2.2% at WDC, by 0.4% at EDML and by 0.1% at EDC (Fig. 2). It is
very unlikely that the 2.2% increase at WDC can be attributed to
elevation change; this magnitude of isotope change would require
more than 200 m of ice-sheet thinning, twice the amount of thinning
that occurred during the Holocene epoch when the grounding
line retreated hundreds of kilometres (Supplementary Information).
The subdued warming at EDML and the lack of warming at EDC are
consistent with the lack of clear AIM2 signals in some East Antarctic
cores, and suggest that cores from the East Antarctic plateau do not
capture the full magnitude of Southern Hemisphere climate variability.

There is evidence that warming at WDC before 18 kyr ago is due to
decreasing sea ice. The ssNa at WDC began to decrease 20 kyr ago,
probably as a result of both decreasing sea-ice extent and decreasing
strength of transport from changes in atmospheric circulation. A
marine record from the southwest Atlantic Ocean indicates that sig-
nificant summer and winter sea-ice retreat began before 22 kyr ago23.
Furthermore, a reduction in sea-ice extent can explain the different
magnitude of warming among ice-core sites before 18 kyr ago. The
high East Antarctic plateau is largely isolated from coastal changes
because the local marine air masses do not have the energy to rise
above the steep coastal escarpment10.

To illustrate the variable sensitivity of different areas in Antarctica to
changes in sea-ice extent, we used an atmospheric general circulation
model24. Using Last Glacial Maximum (LGM) sea surface temperature
and sea-ice boundary conditions from a fully coupled model run25, we
performed a control run of the ECHAM4.6 atmospheric model with
the LGM sea-ice extent and a comparison run with reduced sea-ice
extent (Supplementary Information). Sea surface temperatures are
prescribed; the atmospheric circulation therefore responds to the
change in sea-ice extent but the sea-ice extent is not further affected
by the changes in atmospheric circulation. The magnitude of sea-ice
retreat is consistent with evidence for reduced sea ice in the southwest
Atlantic between 22 and 18 kyr ago23. In response to the sea-ice retreat,
all of West Antarctica and coastal East Antarctica is enriched in
precipitation-weighted d18O, whereas interior East Antarctica is little
changed or is depleted (Fig. 4). The positive d18O anomalies probably
extend unrealistically far into the East Antarctic interior because of
the low-resolution topography in the climate model. Although the
details of the spatial pattern of d18O anomalies are dependent on
model resolution and on the specified boundary conditions, the greater
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sensitivity of the WAIS Divide region to sea-ice decline compared with
locations in interior East Antarctica is clear.

Local orbital forcing is a likely cause of the inferred sea-ice change.
Integrated annual insolation at latitude 65u S increased by 1% between
22 and 18 kyr ago. The additional annual insolation is 60 MJ m22,
which is enough to melt 5 cm m22 of sea ice assuming an albedo of
0.75. The increase in integrated summer insolation, where summer is
defined as days with insolation above a threshold26 of 275 W m22, is
greater than the total annual increase (Supplementary Fig. 10). Thus,
the increase comes in summer, when it is most likely to be absorbed by
low-albedo open water. The summer duration also begins increasing at
23 kyr ago; longer summers and shorter winters may also contribute to
the decrease in sea-ice extent1. The effect of an increase in insolation
would be amplified by the sea-ice/albedo feedback.

The abrupt onset of East Antarctic warming4,8, increasing CO2 (ref. 20)
and decreasing AMOC5 18 kyr ago has supported the view that deglacia-
tion in the Southern Hemisphere is primarily a response to changes in the
Northern Hemisphere3. Yet the evidence of warming in West Antarctica
and corresponding evidence for sea-ice decline in the southeast Atlantic23

show that climate changes were ongoing in the Southern Ocean before
18 kyr ago, supporting an important role for local orbital forcing1. Warm-
ing in the high latitudes of both hemispheres before 18 kyr ago implies
little change in the interhemispheric temperature gradient that largely
determines the position of the intertropical convergence zone and the
position and intensity of the mid-latitude westerlies21,22. We propose that
when Northern Hemisphere cooling occurred ,18 kyr ago, coupled with
an already-warming Southern Hemisphere, the intertropical conver-
gence zone and mid-latitude westerlies shifted southwards in response.
The increased wind stress in the Southern Ocean drove upwelling, vent-
ing of CO2 from the deep ocean19 and warming in both West Antarctica
and East Antarctica. The new WDC record thus reveals an active role for
the Southern Hemisphere in initiating global deglaciation.

METHODS SUMMARY
The WDC06A-7 timescale is based on measurements of sulphur, sodium, black
carbon and electrical conductivity above 577 m (to 2,358 yr before AD 1950), and
primarily on electrical measurements below 577 m. Using atmospheric methane as
a stratigraphic marker, WDC06A-7 and GICC05 agree to within 100 6 200 yr at
the three abrupt changes between 14.7 and 11.7 kyr ago; WDC06A-7 is older by
500 6 600 yr at 24 kyr ago, by 250 6 300 yr at 28 kyr ago and by 350 6 250 yr at
29 kyr ago (Supplementary Fig. 6). WDC06A-7 agrees within the uncertainties
with the Hulu Cave timescale and is older by 50 6 300 yr at 28 kyr ago and by
100 6 300 yr at 29 kyr ago.

We measured d18O at a resolution of 0.5 m using laser spectroscopy with cali-
bration to Vienna Standard Mean Ocean Water (VSMOW). We report ssNa
concentration rather than flux because wet deposition dominates at higher accu-
mulation rates. The accumulation-rate record was derived independently from the
stable-isotope record using a one-dimensional ice-flow model to calculate the
thinning function.

Periods of significant change in d18O and ssNa are identified with a sliding, non-
parametric Wilcoxon rank-sum test. The data were averaged to 25-yr resolution
for WDC and EDML, and to 50-yr resolution for EDC. We tested pairs of adjacent
blocks of data against the null hypothesis of equal medians, performing the test at
all points along the record. We assessed change on multiple timescales using a
range of block sizes corresponding to time intervals of 250–1,000 yr for WDC and
EDML and 500–1,000 yr for EDC. We used an effective 95% a-posteriori confid-
ence requirement; the critical significance level (p) was determined as 1 2 0.951/N

where N is the number of test realizations.
We used the ECHAM4.6 atmospheric general circulation model at T42 reso-

lution (2.8u by 2.8u) with 19 vertical levels and glacial sea surface temperature
boundary conditions.

Full Methods and any associated references are available in the online version of
the paper.
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METHODS
Stable-isotope measurements of ice. Water isotope analyses were by laser
spectroscopy32 at the University of Washington. Values of d18O represent the
deviation from Vienna Standard Mean Ocean Water (VSMOW) normalized11

to the VSMOW-SLAP standards and reported in per mil (%). The precision of
the measurements is better than 0.1%. The data have not been corrected for
advection, elevation, or mean seawater d18O.
Accumulation rates. The accumulation-rate record was derived independently
from the stable-isotope record using an ice-flow model to calculate the thinning
function. We use a transient one-dimensional ice-flow model to compute the
vertical-velocity profile:

w zð Þ~{ _b{ _m{ _H
� �

y zð Þ{ _m{
ri

r zð Þ{1

� �
_b ð1Þ

Here z is the height above the bed, _b is the accumulation rate, _m is the melt rate, _H
is the rate of ice-thickness change, ri is the density of ice, r(z) is the density profile
and y(z) is the vertical velocity shape function computed as

y zð Þ~ fBzz(1=2) 1{fBð Þ(z2=h)ð Þ
H{(h=2) 1{fBð Þð Þ for h§zw0

y zð Þ~ z{(h=2) 1{fBð Þð Þ
H{(h=2) 1{fBð Þð Þ for H§zwh

following ref. 33. Here h is the distance above bedrock of the Dansgaard–Johnsen34

kink height, fB is the fraction of the horizontal surface velocity due to sliding over
the bed and H is the ice thickness. Firn compaction is incorporated through the
rightmost term in equation (1) and assumes a density profile that does not vary
with time.

A constant ice thickness was specified because the thickness change near the
divide was probably small (,100 m) and the timing of thickening and thinning is
not well constrained; a 100-m thickness change would alter the inferred accumula-
tion rate by ,3%. A constant basal melt rate of 1 cm yr21 and non-divide flow
conditions, represented by a Dansgaard–Johnsen kink height of 0.2H, were
assumed. We also prescribed a sliding fraction of 0.5 of the surface velocity, which
approximates effects of both basal sliding and enhanced shear near the bed, neither
of which is well constrained. To assess the possible range of inferred accumulation
rates, we also used sliding fractions of 0.15 and 0.9 (Supplementary Fig. 2). The
inferred accumulation rate was only slightly affected for the Holocene part of the
record but differed by up to 16% for the oldest part of the record (29.6 kyr ago).
Because the thinning function varies smoothly, the uncertainty in the timing of the
changes in accumulation rate is only weakly affected by the uncertainty in the
magnitude of the accumulation rate. The main uncertainty in identifying the
timing of accumulation rate changes is the uncertainty in the timescale itself.
During the deglacial transition, the uncertainty in the interpretation is estimated
at 8%. The yellow shading in Fig. 3 shows this uncertainty.
WDC06A-7 timescale. The WDC06A-7 timescale is based on high-resolution
(,1 cm) measurements of sulphur, sodium, black carbon and electrical conduc-
tivity (ECM) above 577 m (2,358 yr before present (BP; AD 1950); ref. 35). Below
577 m, WDC06A-7 is based primarily on electrical measurements: di-electrical
profiling was used for the brittle ice from 577 to 1,300 m (to 6,063 yr BP).
Alternating-current ECM measurements were used from 1,300 to 1,955 m (to
11,589 yr BP) and both alternating-current and direct-current ECM measurements
were used below 1,955 m. The interpretation was stopped at 2,800 m because the
expression of annual layers becomes less consistent, suggesting that all years may
not be easily recognized.

The upper 577 m of the timescale has been compared with volcanic horizons
dated on multiple other timescales35; the uncertainty at 2,358 yr BP is 619 yr. For
the remainder of the timescale, we assigned an uncertainty based on a qualitative
assessment of the clarity of the annual layers. For ice from 577 to 2,020 m (2–12 kyr
ago), we estimated a 2% uncertainty based on comparisons between the ECM and
chemical (Na, SO4) interpretations between 577 and 1,300 m, which agreed to
within 1% (Supplementary Fig. 4). The estimated uncertainty increased during the
deglacial transition owing to both thinner layers and a less pronounced seasonal
cycle. We compared the annual-layer interpretation of the ECM records in an
800-yr overlap section (1,940–2,020-m depth, corresponding to 11.4–12.2 kyr ago)
with various high-resolution chemistry records (sodium and sulphur). We found
overall good agreement (19 yr more in the ECM-only interpretation) but did
observe a tendency for the ECM record to ‘split’ one annual peak into two small
peaks. We used this knowledge in the annual-layer interpretation of the ECM
record. We increased the uncertainty to 4% between 2,020 and 2,300 m (12.2–
15.5 kyr ago) and to 8% between 2,300 and 2,500 m (15.5–20 kyr ago). The glacial
period had a stronger annual-layer signal than the transition, and we estimate a 6%

uncertainty for the rest of the glacial. The 150-yr acid deposition event, first
identified in the Byrd ice core15, was found in WDC at depths of 2,421.75 to
2,427.25 m. Because there is consistently high conductance without a clear annual
signal, we used the average annual layer thickness of the 10 m above and below this
section to determine the number of years within it. There are periods of detectable
annual variations within this depth range, and they have approximately the same
annual-layer thickness as the 10-m averages. A 10% uncertainty was assumed.

We assess the accuracy of WDC06A-7 by comparing it with two high-precision
timescales: GICC05 and a new speleothem timescale from Hulu Cave. Because the
age of the gas at a given depth is less than that of the ice surrounding it, we first
need to calculate the age offset (Dage). We use the inferred accumulation rates
and surface temperatures estimated from the d18O record constrained by the
borehole temperature profile (Supplementary Information) in a steady-state
firn-densification model36. The model is well-suited to WDC because it was
developed using data from modern ice-core sites that span the full range of past
WDC temperatures and accumulation rates. We calculate Dage using 200-yr
smoothed histories of surface temperature and accumulation rate, a surface den-
sity of 370 kg m23 and a close-off density of 810 kg m23 (Supplementary Fig. 5a).
The calculated present-day Dage is 210 yr, which is similar to the value, 205 yr,
measured for WDC37. The steady-state model is acceptable for WDC because the
surface temperature and accumulation rate vary more slowly than in Greenland.
Because our primary purpose is to assess the accuracy of the WDC06A-7 time-
scale, calculation of Dage to better than a few decades is not necessary. The Dage
uncertainty between 15 and 11 kyr ago is estimated to be 100 yr. The Dage uncer-
tainty is estimated to be 150 yr for times before 20 kyr ago because of the colder
temperatures and lower and less certain accumulation rates.

Because methane is well mixed in the atmosphere and should have identical
features in both hemispheres, we use atmospheric methane measurements from
WDC and the Greenland composite methane record33 to compare WDC06A-7
and GICC05 at six times. The age differences are summarized in Supplementary
Fig. 6 and the correlation and Dage uncertainties are shown in Supplementary
Table 1. In Greenland, methane and d18O changes are nearly synchronous38–40 and
we therefore assume no Dage uncertainty in the Greenland gas timescale at times
of abrupt change. An exception is at 24 kyr ago (Dansgaard–Oeschger event 2),
when methane and d18O changes do not seem to be synchronous. We estimate the
correlation uncertainty from the agreement of the methane records in Supplemen-
tary Fig. 5.

Speleothems can be radiometrically dated with U/Th and have smaller absolute
age uncertainties than do annually resolved timescales in the glacial period37.
Records of speleothem d18O show many abrupt changes that have been tied to
the Greenland climate record41,42. However, the physical link between d18O varia-
tions in the caves and methane variations is not fully understood. Therefore, there
is an additional and unknown correlation uncertainty in these comparisons. We
compare WDC06A-7 with the new record from Hulu Cave, China, which is the
best-dated speleothem record during this time interval. Comparisons can be made
at only three times; our best estimate of the age differences is 100 yr or less.

The EDC timescale can be compared with the WDC06A-7 at a ,150-yr-long
acid deposition event15,16. The two timescales agree within 100 yr, and we therefore
do not adjust either timescale. The EDML timescale has been synchronized with
the EDC timescale using sulphate matches43. The sulphate match that occurs
during the 150-yr acid deposition event is marked in Fig. 2.
Sea-salt sodium measurements. Sea-salt sodium (ssNa) is the amount of Na
that is of marine origin. The Na record was measured at the Trace Chemistry
Laboratory at the Desert Research Institute. Na is one of many elements measured
on the continuous-flow analysis system, which is coupled to two inductively coupled
plasma mass spectrometers. The effective sampling resolution is ,1 cm. Details of
the analytical set-up are described elsewhere35,44–47. Sea-salt Na is calculated assum-
ing Na/Ca mass ratios of 26.3 for marine aerosols and 0.562 for average crust
composition48. Sea-salt Na can be influenced by volcanic activity if the ratio of Na
to Ca is different from the sea water and crustal ratios; the spike 20 kyr ago is part of
an Na-rich but Ca-poor volcanic event. We present ssNa concentration in the main
text instead of ssNa flux because wet deposition dominates at higher accumulation
rates49. For comparison, the ssNa flux is shown in Supplementary Fig. 7.
Methane measurements. The methane concentration was measured in discrete
samples at Oregon State University (OSU) and Pennsylvania State University
(PSU) using automated melt–refreeze extraction and gas chromatography, with
final concentration values reported on the NOAA04 concentration scale50. OSU
data are corrected for gravitational fractionation, solubility and blanks as described
in ref. 37. The gravitation fractionation correction assumes that d15N of N2 is
0.3%, a value based on late-Holocene measurements.

PSU methods were modelled on the basis of the OSU melt–refreeze system. The
major difference between the OSU and PSU methods is the extraction cylinders;
glass at OSU and stainless steel at PSU. Using stainless steel cylinders carries the
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added problem of a blank associated with CH4 outgassing, which we have esti-
mated to be 19 6 8 p.p.b. We have used a calculation similar to that derived in
ref. 37, to estimate the amount of CH4 left in the vessel after refreezing; we verified
this using artificially degassed ice samples over which standard air was introduced
and processed. These results indicate a 3.8% reduction in the measured headspace
CH4 value relative to the original trapped air, owing to solubility effects. The
constant solubility and blank corrections were applied to all PSU data. In general,
replicate samples from each depth were run on separate days to ensure that the
final averaged data were not aliased by day-to-day instrument drifts. The average
difference between replicate analyses of 1,316 individual depths run over 4 yr was
7 6 8 p.p.b. (1s). Finally, the PSU data were also corrected for gravitational frac-
tionation by assuming that d15N of N2 is 0.3% throughout.

To ensure that the PSU and OSU CH4 data sets can be accurately merged into a
single record, we performed an inter-calibration exercise involving a 100-m sec-
tion of the WDC06A core (400–500 m) where both labs sampled for CH4 every
2 m. By interpolating the OSU data to compare with the PSU data, we determined
the average difference between the two labs over this 100 m interval to be
0.2 6 9.9 p.p.b. (1s). This result implies that we can merge CH4 data from the
two labs without correcting for inter-laboratory offsets.
Wilcoxon rank-sum test. Initial inspection of the WDC isotope record showed
that warming was pulsed. We applied a sliding Wilcoxon rank-sum statistical test51

to identify periods of significant change. A figure of the P values, for each indi-
vidual Wilcoxon rank-sum test, is shown in Supplementary Fig. 8. A dashed line
indicates the effective critical P value. Insignificant P values are plotted in grey, and
significant P values are plotted in colours that correspond to timespan (block size)
as in Fig. 2. The Wilcoxon rank-sum test makes no assumption of normality within
the data and has been shown to be robust when used in windowing algorithms for
the identification of periods of significant change in climate data52. Our windowing
algorithm can also be applied using the more common Student’s t-test. Though
parametric, such an implementation has the benefit of a well-established method
for correcting the degrees of freedom for autocorrelation within the data53.
Applying either statistical test, we identify nearly identical periods of significant
change in the data sets.
Climate modelling. To assess the effects of changing sea-ice conditions on
precipitation-weighted d18O in Antarctica, we used the ECHAM4.6 climate
model24, implemented with the water isotope module54. Model simulations used
a horizontal resolution of T42 (2.8u latitude by 2.8u longitude) with 19 vertical
levels. The ECHAM4.6 model has been shown to reproduce Antarctic conditions
realistically in the modern climate13,55. We used the sea surface temperatures from
the PMIP2 fully coupled model experiments25 for LGM conditions ,21 kyr ago.
Those sea surface temperatures are prescribed as a model boundary condition for
the atmospheric model runs with ECHAM4.6. We used a modern Antarctic ice-
sheet configuration because the LGM configuration remains poorly known.

Model experiments were designed to test the sensitivity of d18O to changes in
sea-ice extent. In the control experiment, sea ice forms at 21.7 uC and the model
grid cell is set to 100% concentration below this threshold. The latitude of sea-ice
coverage is decreased by lowering the ocean surface temperature threshold at
which sea ice forms in the model. For the run with decreased sea ice, the freezing
point was lowered from 21.7 to 23.7 uC. The amount of sea-ice reduction is not
zonally uniform around Antarctica because of asymmetric gradients in the pre-
scribed sea surface temperature. We note that model sea surface temperatures do
not change whether model sea ice is present or not. Newly formed open water in
the run with reduced sea ice is below the freezing point.

Integrated insolation. We calculate integrated annual insolation at latitude 65u S
following the tables prepared in ref. 26. We also calculate integrated ‘summer’ and
‘winter’ insolation using a cut-off of 275 W m22 (ref. 26; Supplementary Fig. 10).
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Chapter 5: Supplement to: Onset of deglacial warming in central West Antarctica 
driven by local orbital forcing 
 

Originally published in Nature 

 
This supplement was published in Nature. It provides many details that could not be included in the 
main paper. A feature of particular interest is the rapid accumulation increase of 40% between 12 and 
11.6 ka. An accumulation rate increase of this rapidity was not expected in Antarctica and it will be 
interesting to explore the cause of this event in future work.  
 

See the explanation in Chapter 4 of my contribution. 

43



W W W. N A T U R E . C O M / N A T U R E  |  1

SUPPLEMENTARY INFORMATION
doi:10.1038/nature12376

1 
 

Supplementary material to: “Onset of deglacial warming in West Antarctica 
driven by local orbital forcing” 

WAIS Divide Project Members  

Contents
1. Modern climate and glaciological setting
2. Non-climate effects on the δ18O record

a. Ice sheet elevation change
b. Ice sheet advection 

3. Ice and heat flow modeling 
a. Calculation of basal melt rate
b. Inference of past accumulation rates
c. Inference of past surface temperatures

4. Sea-salt sodium
5. Climate modeling
6. Insolation

1. Modern climate and glaciological setting 
The WAIS Divide ice core (WDC) was drilled at 79° 28.058’ S, 112° 05.189’ W, ~160 km east 
from the Byrd ice-core drilling site and ~24 km towards the Ross Sea from the current Ross-
Amundsen ice-flow divide (Figure S1).  The elevation is 1766 meters above sea level, average 
annual ice accumulation1 is ~0.22 m, ice thickness is 3455 m, and the average annual surface 
temperature2 is –30°C.  The modern climate conditions are similar to those in central Greenland. 
Compared with the interior of East Antarctica, central West Antarctica is strongly influenced by 
intrusions of marine air3. There is a strong gradient in accumulation across the ice divide, with 
higher accumulation towards the Amundsen Sea and lower accumulation towards the Ross 
Sea4,5.  This reflects the prevailing pattern of cyclonic activity over the Amundsen Sea3. There is 
no apparent climate divide corresponding to the physical ice divide4,6, so variations in the 
location of the ice divide through time should not significantly influence the climate at WDC.

Measurements of oxygen stable-isotope ratios (δ18O) in multiple firn and ice cores from across 
West Antarctica show that WDC is well-situated to represent West Antarctic climate conditions 
as a whole; interannual δ18O variations in ice cores west and east of the ice divide are most 
highly correlated with other cores from their respective regions, while δ18O at WDC is equally 
well correlated with cores from both regions6.  Annual isotope variations at WDC are 
significantly correlated (r=0.44; p=0.004) with local mean annual temperature, and decadal-scale 
trends show the same δ18O-temperature scaling7. Comparison with borehole temperature data2,7

and independent estimates from bubble-number densities8 further support the interpretation of 
low frequency δ18O variations as a measure of temperature.  Investigation of the seasonal δ18O
variations in the nearby ITASE 2000-01 ice core and other cores from West Antarctica show that 
sea-ice variations over the Amundsen Sea contribute significantly to δ18O variability6, consistent 
with the prevailing wind pattern and the strong marine influence at this site3.
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2. Non-climate effects on the δ18O record
2a. Ice Sheet Elevation Change
The site for WDC was selected near the ice-flow divide to minimize the influence of ice-sheet 
elevation change on the climate record; interior locations experience smaller ice thickness 
changes than coastal locations9,10. The best evidence for ice-sheet elevation change in the interior 
of the West Antarctic ice sheet comes from the Ohio Range, to the south of the WDC site at 1600 
m elevation, and from Mt. Waesche to the north at 2000 m elevation9,11,12. Moraines at Mt. 
Waesche were ~50 m higher and trimlines in the Ohio Range were ~125 m higher, between 12 
and 10 ka. The ~100 m of thinning throughout the Holocene occurred as the grounding line 
retreated by hundreds of km13,14 and the accumulation rates were relatively stable. The elevation 
changes are much smaller than early model estimates15,16 and comparable to the amount of
elevation change inferred for interior East Antarctic sites17.

While there are no direct constraints on elevation changes prior to ~12 ka, the ice sheet either 
had to be at its high stand during the last glacial maximum or thicken in response to increasing 
accumulation rates during the deglaciation11,12. A thinner ice sheet in the interior during the Last 
Glacial Maximum (LGM) is difficult to reconcile with the large advance in the grounding line 
position. Numerical modeling of the WAIS suggests little ice-thickness change in the 
interior18,19.

Rapid changes in δ18O are particularly unlikely to have been caused by changes in ice sheet 
elevation. For instance, the 1.5‰ increase in δ18O between 20 and 18.8 ka would require >150 m 
of thinning in only 1200 years. This is a rate of ~0.12 m a-1. In comparison, the accumulation rate 
at the time was ~0.1 m a-1 and had been reasonably constant for thousands of years (Figure S2). 
A rapid thinning of the ice sheet at the divide is also unlikely because of the long distance that 
perturbations at the grounding line need to propagate inland. There is also no evidence of large 
grounding line retreat at the LGM. Rates of thinning in response a retreat of the grounding line 
are highest near the coast and decrease inland9-11.

2b. Ice Advection 
The modern divide is 1‰ enriched in δ18O relative to the ice-core site6. The divide position 
likely varied through time because no Raymond bump is observed in the internal radar 
stratigraphy4 and it is currently migrating20. Using the modern horizontal ice flow velocity20 of 3
m a-1 at the core site and the modern isotope gradient (~0.005‰/km), we estimate the effect of 
ice advection to be ~0.15‰ per 1000 years over the last one to two thousand years. This rate was 
likely smaller in the past because the ice would have been closer to the divide where the ice 
velocity is lower. The ice-flow velocity was also likely smaller in the glacial period when 
accumulation rates were lower. While ice advection is unlikely to substantially affect the glacial-
interglacial changes, the advection effect may be important during periods of relatively stable 
isotopic values, such as the Holocene.

3. Ice and heat flow modeling
Although a full analysis of past surface temperature and accumulation rate is beyond the scope of 
this Letter, we make quantitative estimates of both to calculate the gas-age ice-age difference 
(Δage) and compare the accuracy of the annually resolved portion of the WDC06A-7 timescale 
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to Greenland and speleothem timescales. Two features unique to WDC among Antarctic ice 
cores allow our temperature and accumulation histories to have good accuracy:

1) The magnitude of the glacial-interglacial temperature change is preserved in the borehole 
temperature profile, allowing a first-order calibration of the isotope-temperature 
relationship.

2) The annually-resolved timescale can be used to directly infer the accumulation rate
without assuming a particular relationship with temperature.

We use a transient one-dimensional ice-flow model to compute the vertical-velocity profile:

𝑤𝑤(𝑧𝑧) = −�𝑏̇𝑏 − 𝑚̇𝑚 − 𝐻̇𝐻�𝜓𝜓(𝑧𝑧) − 𝑚̇𝑚 − � 𝜌𝜌𝑖𝑖
𝜌𝜌(𝑧𝑧)

− 1� 𝑏̇𝑏 (1)

where z is the height above the bed, 𝑏̇𝑏 is the accumulation rate, 𝑚̇𝑚 is the melt rate, Ḣ is the rate of 
ice-thickness change, ρi is the density of ice, ρ(z) is the density profile and Ψ(z) is the vertical 
velocity shape function computed as:

                              𝜓𝜓(𝑧𝑧) = �𝑓𝑓𝐵𝐵𝑧𝑧 + 1
2

(1 − 𝑓𝑓𝐵𝐵) 𝑧𝑧
2

ℎ
� / �𝐻𝐻 − 1

2
ℎ(1 − 𝑓𝑓𝐵𝐵)� for h ≥ z > 0 (2a)

𝜓𝜓(𝑧𝑧) = �𝑧𝑧 − 1
2
ℎ(1 − 𝑓𝑓𝐵𝐵)� / �𝐻𝐻 − 1

2
ℎ(1 − 𝑓𝑓𝐵𝐵)� for H ≥ z > h          (2b)

following Dahl-Jensen et al.21 where h is the distance above bedrock of the Dansgaard-Johnsen22

kink height, fB is the fraction of the horizontal surface velocity due to sliding over the bed, and H
is the ice thickness. Firn compaction is incorporated through the right hand term in equation 1 
and assumes a density profile that does not vary with time.

The heat equation following Cuffey and Paterson23 is:

𝜌𝜌𝑐𝑐𝑝𝑝
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

= 𝜕𝜕
𝜕𝜕𝜕𝜕
�𝑘𝑘 𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
� − 𝜌𝜌𝑐𝑐𝑝𝑝𝑤𝑤

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

+ 𝑄𝑄 (3)

where cp is the heat capacity, T is temperature, k is the thermal conductivity, and Q is the heat 
production term. The firn density profile is modeled using the Herron and Langway27 model 
matched to modern measurements28 to assure a smooth vertical velocity profile. Values of cp and 
k are calculated at each time step following standard relationships in Cuffey and Paterson23.

The ice-flow and heat-flow models are not explicitly coupled; the ice-flow model is used to 
calculate the vertical velocity for the heat-flow model but the temperature profile is not 
incorporated in the calculation of the vertical velocity. The ice thickness was held constant. The 
basal melt rate is prescribed and does not vary in time; the ice/bed interface is always at the 
melting point. Any water produced by melt at the bed is assumed to drain away instantaneously.

3a. Basal Melt Rate
The first indication of a high basal melt rate at WDC was the young ice at depth and the 
correspondingly thick (~1cm) annual layers. Similar to the situation at North GRIP21, the basal 
melting reduces the vertical strain of layers as ice is removed through melting rather than 
horizontal shear. The melting also steepens the basal temperature gradient as the colder ice near 
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the surface is advected towards the bed more quickly. The borehole temperature gradient, 
measured in December 2011, allows an estimate of basal melting. Rearranging equation 3 to 
solve for w:

 𝑤𝑤 = �𝜅𝜅 �𝜕𝜕𝑇𝑇
2

𝜕𝜕𝑧𝑧2
� − 𝑏𝑏𝑏𝑏 �𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
�
2
− 𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
+ 1

𝜌𝜌𝐶𝐶𝑝𝑝
𝑄𝑄� / 𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
(4)

where κ is the thermal diffusivity and b is an exponent that relates the thermal conductivity to 
temperature23. We evaluate these terms at 3300 m. The first two terms in the brackets can be 
measured from the borehole temperature profile: ∂T/∂z is 34.8×10-3 K-1m and ∂2T/∂z2 is 
0.029×10-3 K-1m2. A model must be used to estimate the second two terms; both are small 
compared to the first two terms. At 3300 m depth, the vertical velocity is 2.1 cm a-1. It is unlikely 
this large of a vertical flux can be removed through horizontal shear in the remaining ~160 m of 
the ice column, and we therefore conclude that the basal melt rate is likely between 0.7 and 1.5
cm a-1.

3b. Accumulation Rates 
The accumulation rate is calculated from the depth-age relationship using the ice-flow model 
described above. A constant ice thickness was specified because the thickness change near the 
divide was probably small (~100 m) and the timing of thickening and thinning is not well 
constrained; a 100 m thickness change would alter the inferred accumulation rate by ~3%. A 
constant basal melt rate of 1 cm a-1 and non-divide flow conditions, represented by a Dansgaard-
Johnsen kink height of 0.2H, are assumed. We also prescribe a sliding fraction of 0.5 of the 
surface velocity, which approximates effects of both basal sliding and enhanced shear near the 
bed, neither of which are well constrained. To assess the possible range of inferred accumulation 
rates, we also use sliding fractions of 0.15 and 0.9 (Figure S2). The inferred accumulation rate is
only slightly affected for the Holocene part of the record but is up to 16% different for the oldest 
part of the record (29.6 ka). Because the thinning function varies smoothly, the uncertainty in the 
timing of the changes in the accumulation rate is only weakly affected by the uncertainty in the 
magnitude of the accumulation rate. The main uncertainty in identifying the timing of 
accumulation rate changes is the uncertainty in the timescale itself. During the deglacial 
transition, the uncertainty in the interpretation is estimated at 8% (section 4b). The yellow 
shading in Figure 3 of the main text shows this uncertainty.

The inferred accumulation rate is an “ice-core accumulation rate” rather than a “climate 
accumulation rate.” Because ice at depth originated upstream from the core site, the annual layer 
thicknesses record both temporal and spatial gradients in the accumulation rate. The current 
divide receives approximately 30% more accumulation than the ice core site5. Assuming that the 
accumulation gradient was similar in the past, this results in a gradient of 1.3% per km. Modern 
ice-flow velocities at the ice-core site are ~3 m a-1 and were likely lower in the past. Therefore, 
accumulation changes from ice-advection may amount to ~2% per 1000 years. However, the 
effect is cumulative so the snow that fell at the LGM could have been at a location, such as the 
modern divide, that received ~30% more accumulation than the core site without any change in 
climate.   

We do not develop an accumulation rate derived from the temperature estimated from δ18O.  The 
relationship between stable isotopes and accumulation rate in West Antarctica does not follow a 
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simple relationship that would justify such a calculation. For instance, in the modern climate 
Byrd is 2‰ lighter in δ18O than WAIS Divide but receives 40% less accumulation. While the 
accumulation record from WDC does show a general correspondence to δ18O and thus local 
temperature at orbital timescales, there are significant differences between the isotope and 
accumulation records. Foremost is the abrupt accumulation increase of 37±10% between 12.0 
and 11.6 ka during the double isotope peak of Antarctic Isotope Maximum (AIM) 0 (Figure S2). 
The uncertainty bounds are the additive effects of possible ice-thickness change (3%), ice 
advection through an accumulation gradient (3%), and annual-layer interpretation (4%). Abrupt 
changes in accumulation cannot be recognized in other Antarctic cores because their timescales 
lack sufficient resolution. The timing of the abrupt accumulation increase is coincident within 
uncertainty with a minimum in dust concentration at three sites on the East Antarctic plateau24

(EDC, Dome B, Komosmolskaia) raising the possibility that the atmospheric circulation changed 
during this period across much of Antarctica. 

3c. Surface temperature: 
The surface temperature history is derived as a linear function of the δ18O record, with 
calibration coefficients determined by optimizing the match between model and measured 
borehole temperature profiles. For a range of ice-dynamical scenarios, results suggest that the 
Last Glacial Maximum was 7 to 9 ˚C colder than present. Work on this topic is in progress and 
full results and analyses will be reported in a future publication. Figure S3 illustrates results for 
simplified scenarios with a range of temperature-change magnitudes. 

4. Sea-salt sodium 
The concentration of sea-salt Sodium (ssNa) in surface snow decreases with distance from the 
ocean and elevation above sea level25. However, concentrations also vary regionally indicating 
the importance of both the source region and the intensity of transport on the ssNa concentration 
at a specific location26. While ssNa is clearly a proxy for oceanic and atmospheric conditions, it 
is debated whether ssNa is a better indicator of sea-ice production or atmospheric circulation.
Increasing ssNa concentrations at Siple Dome throughout the Holocene have been interpreted to 
indicate increasing incursions of marine air as the grounding line of the Ross ice sheet 
retreated27. The large Holocene increase at Siple Dome (modern levels are higher than glacial 
levels) is unique among long ice-core records (WDC, EDC28,29, EDML30, and Taylor Dome27);
however, the glacial record is quite similar to that at WDC, with a large decrease during the 
deglaciation. 

Different interpretations of ssNa may be due to both different locations of ice cores and different 
timescales of analysis. The use of ssNa as a sea-ice proxy has focused on interior ice-core sites at 
multi-millenial timescales; the use of ssNa as an atmospheric-circulation proxy has focused on 
coastal ice-core sites at annual to decadal timescales. At the centennial to millennial timescales 
we are investigating at WDC, we favor the interpretation of ssNa as a sea-ice proxy29,31. The 
large decrease in ssNa during the deglaciation is difficult to explain on the basis of decreased 
strength of atmospheric circulation; model results do not support a large change in wind 
strength32 and instead predict decreased ssNa deposition at the LGM due to the increased 
distance to open water33. Atmospheric circulation undoubtedly is also important. In fact, sea ice 
and atmospheric circulation are strongly correlated in the modern climate of the Ross and 
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Amundsen Seas34. Because of the uncertainties in ssNa as a sea-ice proxy, we do not attempt a 
detailed sea-ice reconstruction. The strong relationship with δ18O at times of abrupt change may 
indicate significant sea-ice decreases, changes in atmospheric circulation and transport, or both. 

5. Climate Modeling
To assess the effects of changing sea-ice conditions on the δ18O of Antarctica, we used the 
ECHAM 4.6 climate model35, implemented with the water isotope module36. Model simulations 
used a horizontal resolution of T42 (2.8˚ latitude by 2.8˚ longitude) with 19 vertical levels. The 
ECHAM 4.6 model has been shown to realistically reproduce variability in Antarctic climate and 
water isotope ratios in precipitation given observed sea surface temperature boundary 
conditions7,37. In this paper, we use sea surface temperatures from the PMIP2 fully-coupled 
model experiments38 for LGM ~21 ka conditions.  Those sea surface temperatures are prescribed 
as a model boundary condition for the atmospheric model runs with ECHAM4.6. We used a 
modern Antarctic Ice Sheet configuration because the LGM configuration remains poorly 
known; for example, the ICE-5g reconstruction39 has greatly increased elevations at interior 
locations in West Antarctica that exceed estimates from geological observations and recent 
modeling work40. Using the modern topography underestimates the ice sheet elevation in the 
Ross Sea sector but, the effect of a thinner Ross Ice Sheet on WDC is relatively small because 
the precipitation received at WDC is predominantly from the Amundsen Sea3.

Model experiments were designed to test the sensitivity of δ18O to changes in the sea-ice extent.  
In the control experiment, sea ice forms at –1.7 °C and the model grid cell is set to 100% 
concentration below this threshold.  The latitude of sea ice coverage is decreased by lowering the 
ocean surface temperature threshold at which sea ice forms in the model. For the decreased sea 
ice run, the freezing point was artificially lowered from -1.7 °C to -3.7 °C. The amount of sea ice 
reduction is not zonally uniform around Antarctica because of asymmetric gradients in the 
prescribed sea surface temperature (SST). It is important to note that model SSTs do not change 
whether model sea ice is present or not; newly formed open water in the reduced sea-ice run is 
below the freezing point.  We have refrained from modeling the change in sea ice due to orbital 
forcing because of the known limitations in modeling sea ice correctly. Roche et al.41 show that 
different models simulate very different amounts of sea-ice for both the modern and LGM 
conditions. Furthermore, they show that the amplitude of the seasonal cycle of sea-ice growth for 
the LGM is underestimated by all models. 

The difference between 30-year integrations of the control run and the sea-ice reduction run are 
shown in Figure 4. In West Antarctica, the δ18O is enriched across the entire ice sheet. In East 
Antarctica, there is a sharp contrast between the enriched δ18O along the coast and unchanged or 
depleted δ18O in the interior. The deep ice core positions are also shown in Figure 4. WDC is 
located in the enriched δ18O signal initiating from the Amundsen Sea region, just as expected 
from the modern trajectory of marine air masses into West Antarctica3.

The magnitude of the δ18O anomalies in East Antarctica vary inversely with measures of a site’s 
isolation from marine influence, such as elevation and distance from the coast. Most of the East 
Antarctic core sites are located in the strong gradient between positive coastal anomalies and 
zero or negative interior anomalies. The inland extent of the positive anomalies depends on the 
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horizontal resolution in the model, which smoothes the steep coastal topography. The anomalies 
at any given position are also model dependent, but higher-resolution (T106) model experiments 
show that the pattern of coastal enrichment and little interior change is robust. Law Dome is the 
lone East Antarctic core not in the interior and seemingly well-positioned to record coastal 
changes; however the accumulation rate during the LGM was inferred to be less than 10% of the 
modern value42. This suggests that the climate during the LGM was more similar to the East 
Antarctic plateau than to the current maritime climate42. Like Siple Dome, Law Dome highlights 
the difficulties associated with interpreting the climate records of coastal domes.

6. Insolation
Figure 3 shows integrated annual insolation as calculated by Huybers43. Figure S10 shows the 
integrated insolation on “summer” and “winter” days, as defined by a threshold of 275 W m-2 of 
insolation following Huybers43. At ~28 ka, the integrated annual insolation begins increasing as 
the integrated summer insolation increases and integrated winter insolation decreases. Therefore, 
not only is integrated annual insolation increasing, it is increasing more in the summer when 
there is the greatest potential to warm the ocean and melt sea ice because of the lower albedo. 
The increase in integrated summer insolation is related to the increasing summer duration as 
discussed by Huybers and Denton44. They primarily discuss the impact of the lengthening 
summer on radiative equilibrium, which is a mechanism for increasing surface temperature, but 
note that sea ice may be affected as well. Future work is needed to determine what forcing sea 
ice is most sensitive too, but both integrated summer insolation and summer duration show that 
local forcing were increasing significantly at the onset of warming at WDC.
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Figure S2: Accumulation Rate History.
(A) Inferred accumulation rate using a one-dimensional ice-�ow model and three di�erent vertical-strain pro�les. 
The red pro�le is preferred. Accumulation rates shown are the 100-year running average.
(B) 31-year running average of accumulation rate relative to 100-year average between 12.1 and 12.0 ka. The 
relative accumulation rate increase between 12.1 to 12.0 ka and 11.7 to 11.6 ka is shown with the thick black line. 
The uncertainty bounds are the additive e�ects of possible ice-thickness change (3%), ice advection through an 
accumulation gradient (3%), and annual-layer interpretation uncertainties (4%). The annual-layer interpretation for 
the section in light blue (1940 to 2020 m) was con�rmed with multi-parameter chemistry measurements; black is 
from ECM only.  The ECM-only interpretation from 1940 to 2020 m found 19 fewer years (2.5%) and the same 
magnitude of accumulation rate change. Note that trends in relative accumulation rate are less certain away from 
the abrupt increase.
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Figure S4. Brittle Ice Annual Signals
Comparison of electrical (dielectric profiling) and chemical (non-sea-salt sulfate) annual signals 
in a section of brittle ice that was rated “very poor,” the worst rating for ice quality. Blue triangles 
are annual layer picks.
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Figure S5: Assessment of WDC06A-7 Timescale via atmospheric methane. 
A) Δage for WDC calculated with Herron and Langway27 �rn densi�cation model using the inferred 
accumulation rate and temperature histories. Circles are the Δage values at the times of abrupt 
variations in methane used to compare timescales. 
B and C) WDC methane on WDC06A-7 minus ∆age and Greenland methane composite on GICC05 
gas timescale33. Red vertical bars correspond to the times of the red circles in A where the Δage 
was calculated. The age di�erences between the WDC and Greenland timescales  are shown in 
Figure S6. 

57



W W W. N A T U R E . C O M / N A T U R E  |  1 5

SUPPLEMENTARY INFORMATION RESEARCH

30 25 20 15 10 5 0
-400

-200

0

200

400

600

800

1000

Age (ka)

Hulu Cave, China

A
ge

 D
iff

er
en

ce
 (y

ea
rs

)
GICC05

Errors bars are 
estimated Δage and 
correlation uncertainty

GICC05
Uncertainty

WDC06A-7
Uncertainty

Combined
Uncertainty

Figure S6: Timescale Comparison
Age di�erences between methane records shown in Figure S5 for 
WDC06A-7 and GICC0533,40 and age di�erences between WDC methane and 
stalagmite δ18O from Hulu Cave41. Uncertainty of age comparisons is the ∆
age and correlation uncertainties and does not include timescale uncer-
tainties.

58



SUPPLEMENTARY INFORMATION

1 6  |  W W W. N A T U R E . C O M / N A T U R E

RESEARCH

20

40

60

80

100

120

22 20 18 16 14 12
2000

4000

6000

8000

10000

12000

ss
N

a 
co

nc
en

tr
at

io
n 

(n
g/

g)
ssN

a �ux (μg/m
2/yr)

-10

-5

0

5

10

22 20 18 16 14 12
-1000

-500

0

500

1000

Flux

Concentration

Flux

Concentration

Ch
an

ge
 in

 s
sN

a 
pe

r 1
00

 y
ea

rs
 

(n
g/

g)
(μ

g/
m

2 /y
r)
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Chapter 6: Accuracy and uncertainty of interpolation methods for 
Antarctic ice-core timescales: application to Byrd, Siple Dome and Law 
Dome ice cores 
 
In review at Climate of the Past 

This paper uses the annually resolved timescale for WAIS Divide to assess the accuracy of different 
schemes for interpolating between depth-age tie points. We develop a non-linear inverse technique to 
find either the smoothest accumulation rate history or the smoothest annual layer thickness profile that 
matches depth-age tie points exactly. These two inverse interpolations perform substantially better than 
either linear and spline interpolations. Three coastal Antarctic ice-core timescales were created with 
near-linear interpolation. We show that linear interpolation has three major problems: 1) large age 
uncertainty between tie points; 2) large changes in the duration of climate events at tie points; and 3) a 
bias to older ages. We apply the smoothest annual-layer thickness interpolation to the three timescales 
and show that the method of interpolation affects certain climate interpretations, in particular the 
timing of the onset of deglacial warming.  
 

The idea for smooth interpolation of ice-core timescales was from Ed and Twit. Using this idea, I 
developed a new inverse procedure to solve for the smoothest accumulation rate history as well as 
developed the smoothest annual layer thickness method. Kendrick Taylor helped create the WDC06A-7 
timescale which I used as a reference timescale to illustrate the effectiveness of different interpolation 
techniques. I also applied the smooth interpolation method to 3 existing ice-core timescales to illustrate 
the importance of the interpolation in paleoclimate interpretations.  
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Interpolation methods for Antarctic ice-core timescales: application to Byrd, 1 
Siple Dome and Law Dome ice cores  2 
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 8 
Abstract 9 
Antarctic ice cores have often been dated by matching distinctive features of atmospheric 10 
methane to those detected in annually dated ice cores from Greenland. Establishing the timescale 11 
between these tie-point ages requires interpolation. While the uncertainty at tie points is 12 
relatively well described, uncertainty of the interpolation is not. Here we assess the accuracy of 13 
three interpolation schemes using data from the WAIS Divide ice core in West Antarctica; we 14 
compare the interpolation methods with the annually resolved timescale for the past 30 kyr. 15 
Linear interpolation yields large age errors (up to 380 yr) between tie points, abrupt changes in 16 
duration at tie points, and an age bias. Interpolation based on the smoothest accumulation rate 17 
(ACCUM) or the smoothest annual-layer thickness (ALT) yield timescales that more closely 18 
agree with the annually resolved timescale and do not have abrupt changes in duration at the tie 19 
points.  We use ALT to assess the uncertainty in existing timescales for the past 30 kyr from 20 
Byrd, Siple Dome, and Law Dome. These ice-core timescales were developed with methods 21 
similar to linear interpolation. Maximum age differences exceed 1000 yr for Byrd and Siple 22 
Dome, and 500 yr for Law Dome. For the glacial-interglacial transition (21 to 12 kyr), the 23 
existing timescales are, on average, older than ALT by 40 years for Byrd, 240 years for Siple 24 
Dome, and 150 years for Law Dome. Because interpolation uncertainty is often not considered, 25 
age uncertainties for ice-core records are often underestimated.       26 
 27 
Introduction  28 
 Interpretation of paleoclimate records depends on accurate chronologies. Ice cores 29 
provide exceptional records of past climate (Grootes et al., 1993; EPICA Members, 2006) and 30 
are among the best-dated paleoclimate records (Meese et al., 1998; Svensson et al., 2008). In 31 
Greenland, the ice-core timescales are based on identification of annual layers preserved in the 32 
ice; the Greenland Ice Core Chronology (GICC05, Svensson et al., 2008) has identified layers to 33 
60 kyr (thousands of years before 1950). In Antarctica, dating of ice cores has been challenging 34 
because low accumulation at many sites hampers annual-layer identification. Thus, Antarctic 35 
timescales are often derived by matching distinctive age markers detected and dated in 36 
Greenland timescales. Abrupt variations of atmospheric methane are the most commonly used tie 37 
points (Blunier et al., 1998) and some combination of approximately 11 events in the past 30 kyr 38 
(Figure 1) have been used to transfer Greenland timescales to Antarctic ice cores. Other potential 39 
markers such as volcanic ash, cosmogenic isotope anomalies (Raisbeck et al., 2007), and sulfate 40 
peaks (Sigl et al., 2013; Svensson et al., 2013) either are more difficult to identify, are less 41 
spatially extensive, or occur less frequently. The methane tie points allow the gases to be dated, 42 
but there is an additional step to derive the ice timescale. For any given depth in an ice core, the 43 
gas trapped in bubbles is younger than the ice because the gas is not trapped until 50 to 100 m 44 
below the surface. The difference between the age of the ice and the age of the gas, termed Δage, 45 
must be added to gas ages to derive the ice timescale. 46 
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 47 
The age uncertainty at the methane tie points is well described (e.g. Blunier et al. 1998; Blunier 48 
et al., 2007; Pedro et al., 2011; Stenni et al., 2011), but uncertainty introduced by the 49 
interpolation scheme is often given less attention. Two common approaches are used to 50 
interpolate between methane tie points. In the first approach, variations of linear interpolation 51 
were used to construct timescales for Taylor Dome (Steig et al., 1998), Byrd (Blunier and Brook, 52 
2001), Siple Dome (Brook et al., 2005), and Law Dome (Pedro et al., 2011). In the second 53 
approach, Bayesian statistical methods are applied to multiple ice cores simultaneously 54 
(Lemieux-Dudon et al., 2010). This method starts with initial timescales derived from ice-flow 55 
modeling driven by accumulation-rate histories based on the stable-isotope records. The initial 56 
timescales are then adjusted to optimize the agreement among all timescales, within their 57 
uncertainties. This method has been used to construct consistent timescales for EDML, EDC, 58 
Vostok, and Talos Dome (Lemieux-Dudon et al., 2010; Stenni et al., 2011; Veres et al., 2013; 59 
Bazin et al., 2013). Uncertainties are computed based on the uncertainties of tie points and 60 
variances of the accumulation rate, thinning function, and lock-in depth used in the initial 61 
timescale. 62 
 63 
Assessing the interpolation uncertainty of previous Antarctic timescales is not straightforward 64 
because there is no “true” timescale with which to compare. The new WAIS Divide timescale, 65 
with annual resolution for the past 30 kyr, provides an opportunity to assess the interpolation 66 
uncertainty; by constructing timescales for WAIS Divide assuming known tie-point ages, the 67 
various interpolation methods can be compared to the “true” annually resolved timescale. We 68 
focus on three interpolation methods: linear, smoothest accumulation rate (ACCUM), and 69 
smoothest annual-layer thickness (ALT). ACCUM is based on the work of Waddington et al. 70 
(2003) which showed that linear interpolations of depth-age between known tie points imply 71 
artificial saw-tooth histories in accumulation-rate, even in the presence of steady-state ice flow. 72 
In order to get a physically-based depth-age interpolation, they introduced an inverse procedure 73 
that inferred a smooth accumulation-rate history such that the depth-age calculated with an ice-74 
flow model matched the tie points to an acceptable tolerance. Lundin (2012) and Lundin et al. (in 75 
prep.) further developed the concept and show that for synthetic timescales with white noise 76 
added to the tie points, interpolating with the smoothest accumulation rate can improve the age 77 
estimates of tie points.  78 
 79 
In this work, we use ACCUM and ALT in the limiting case where tie-point ages are assumed to 80 
be known exactly. This allows the interpolation uncertainty to be isolated from the tie-point 81 
uncertainty. We show that ACCUM and ALT agree with the WAIS Divide annual timescale 82 
better than linear interpolation and then discuss the uncertainty of three existing timescales (Siple 83 
Dome, Byrd, and Law Dome) that use near-linear interpolation. 84 
 85 
Methods 86 
We evaluate interpolation methods using the WDC06A-7 timescale for the WAIS Divide ice 87 
core (WAIS Divide Project Members, 2013). The WDC06A-7 timescale is based primarily on 88 
electrical measurements and is annually resolved to 29.6 kyr (2800 m depth of a total ice 89 
thickness is ~3450 m). We use WDC06A-7 as the “true” timescale. We use eleven tie points 90 
(Table 1) to evaluate three interpolation schemes by interpolating between these tie points and 91 
comparing results with the “true’ timescale. The tie points are at times of abrupt methane 92 
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variations except during the mid and late Holocene when they are evenly spaced (2, 4, and 6 93 
kyr). An additional tie point older than the annual timescale (35.9 kyr) is included to constrain 94 
the variations in annual-layer thickness at the older boundary.  95 
 96 
The interpolation methods are: 97 

1) Linear – yields constant annual-layer thicknesses between age markers. 98 
2) ACCUM - uses a simple ice-flow model and an inverse method to find the smoothest 99 

accumulation-rate history that matches the depth-age markers.   100 
3) ALT - uses an inverse method to find the smoothest progression of annual-layer 101 

thicknesses that fit the depth-age markers.   102 
In all cases, the interpolations are forced to match the age of tie points nearly exactly.  103 
 104 
We do not use the stable-isotope record as a guide for interpolation. At many Antarctic ice-core 105 
sites, a relationship between stable-isotopes and accumulation rate is assumed based on the 106 
saturation vapor pressure (e.g. Petit et al., 1999). This relationship is not well suited to West and 107 
coastal Antarctica. For example in the modern climate, WAIS Divide is 2‰ more depleted in 108 
δ18O than Byrd despite a ~50% higher accumulation rate. At both Taylor Dome and Law Dome, 109 
the Holocene accumulation rates show little resemblance to the stable-isotope records (Monnin et 110 
al., 2004; van Ommen et al., 2004). These observations suggest that both spatial and temporal 111 
relationships between stable isotopes and accumulation rate are complex. 112 
 113 
Ice-flow models forced by accumulation rates inferred from stable isotopes do not exactly match 114 
tie points (Ruth et al., 2007; Parrenin et al., 2007) and are commonly adjusted to better match the 115 
depth of age markers (e.g. Dreyfus et al., 2007). The Bayesian statistical approach (Lemieux-116 
Dudon et al., 2010; Veres et al., 2013; Bazin et al., 2013) allows the thinning function to vary 117 
within a tolerance to better reconcile the age of tie points with the modeled timescale. Because 118 
there is no simple way to reproduce this methodology for a single core and allow only the 119 
interpolation between tie-points to change, we do not apply it to WDC06A-7; instead, we 120 
compare ALT with three different published timescales for EDML and discuss the consistency of 121 
the interpolations in a later section.  122 
 123 
ACCUM and ALT have not previously been used to derive timescales for ice cores. We choose 124 
to find the smoothest histories because we want the inferred histories to have the minimum 125 
structure required to fit the data. ACCUM minimizes the variability in the inferred accumulation 126 
history while ALT minimizes layer-thickness variations, which are related to the accumulation 127 
rate by the thinning function.  Because the thinning function, which gives the cumulative amount 128 
of thinning a layer has experienced, is smooth in time, this leads to both ACCUM and ALT 129 
constraining the accumulation-rate variability. ACCUM requires an ice-flow model to estimate 130 
the thinning function. Although we use a one-dimensional ice-flow model (Dansgaard and 131 
Johnsen, 1969; WAIS Divide Project Members, 2013), a coupled thermo-mechanical model 132 
could also be used. We assume that all inputs necessary for the ice-flow model except the 133 
accumulation rate are known. The influence of the assumed ice-flow model inputs are discussed 134 
in a following sub-section. Assumptions about model parameters and ice-flow history are not 135 
needed when using ALT. 136 
 137 
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The underlying assumption that accumulation rate varies smoothly breaks down in situations of 138 
abrupt changes as observed in Greenland at Dansgaard-Oeschger events (e.g. Alley et al., 1997). 139 
Even relatively small changes such as the increase in accumulation rate evident in WDC06A-7 140 
between 12.0 and 11.6 kyr are difficult to match without closely spaced tie points; this event is 141 
discussed in more detail below.  142 
 143 
Smoothest Accumulation Rate and Annual-layer thickness Interpolations 144 
We use a standard inverse procedure (Aster et al., 2005) to minimize the data misfit and the 145 
smoothness of either the annual-layer thickness or accumulation-rate history for a given trade-off 146 
parameter ν, and define a performance index: 147 
 148 

                                                                  𝐼2 = �𝐺(𝒎)−𝒅 
𝜎

�
2

2
+ 𝜈2‖𝑳𝒎‖22   (1) 149 

 150 
where m is the parameter being solved for (either accumulation-rate history or annual-layer 151 
thickness profile), G(m) is a function that relates m to the depth-age scale, d are the depths of tie 152 
points, σ is the standard deviation of the measurement error and assumed to be normally 153 
distributed, and L is the matrix second derivative operator for calculating smoothness. Bold 154 
capital letters denote matrices, bold lower case letters denote vectors, and || ||22 indicates an L2 155 
norm (sum of squares, e.g. Aster et al., 2005). The uncertainty, σ, is a scalar because we assume 156 
that each tie-point is equally well known.      157 
 158 
The forward problem in this solution procedure, denoted as G(m), can be any function that maps 159 
either accumulation rate or annual-layer thickness to a depth-age relationship. In the case of 160 
ACCUM, m is the set of accumulation rates at the specified calculation times. The forward 161 
problem is a Dansgaard-Johnsen (1969) ice-flow model modified following Dahl-Jensen et al. 162 
(2003) to account for basal melting and sliding. In addition to the accumulation rate, the ice-flow 163 
model requires histories of basal melting, the fraction of surface motion from basal sliding, ice 164 
thickness, and the kink-height which dictates the shape of the vertical velocity profile. We 165 
choose this model because it has been applied widely to ice cores and is computationally 166 
inexpensive, but any ice-flow model could be used. In the case of the smoothest annual-layer 167 
thickness, the function G(m) is simply an integration of the annual-layer thickness profile. The 168 
ACCUM interpolation can be written as a linear inverse problem (Lundin et al., in prep.) which 169 
allows the uniqueness of the solution to be proven. However, the linear method is also restricted 170 
to sites where the ice sheet is frozen to the bed. By using a generalized non-linear solution 171 
procedure, we can apply this technique to sites like WAIS Divide that have experienced basal 172 
melting, with confidence that the solution is unique based on the linear formulation (see 173 
Appendix A). Further, the solution technique can be extended to a range of problems that are not 174 
linear such as finding the ice-thickness history that best matches the depth-age tie points given a 175 
known accumulation-rate history (e.g. Price et al., 2007).   176 
 177 
We find the best-fit models using a Gauss-Newton iterative inverse procedure (Aster et al., 2005, 178 
Section 10.1; Ganse, 2013). This is a steepest descent solver that uses the linear relationship 179 
between the model perturbations and the data residuals (Appendix A). We fit the known depth-180 
age tie points near exactly because this work is focused on the sensitivity of the timescales to the 181 
interpolation method. The trade-off parameter, ν, is chosen such that the maximum misfit in 182 
depth at any depth-age tie point is less than the minimum annual-layer thickness in the derived 183 
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timescale – typically between 1 and 10 mm. We do not discuss the application using the 184 
smoothness criteria to improve the age estimates of the depth-age tie points; this application is 185 
discussed by Lundin et al. (in prep). 186 
 187 
 188 
Comparison of ACCUM with different ice-flow parameters 189 
We assess the importance of the ice-flow model inputs in the ACCUM method by comparing 190 
timescales that assume very different inputs. We use WDC06A-7 to define tie points at the 191 
approximate ages of methane ties (Table 1) and match these ages near exactly. In the first case 192 
(flank), we use reasonable values for WAIS Divide: no thickness change, a Dansgaard-Johnsen 193 
kink height of 20% of the ice thickness appropriate for flank flow, basal melt rate of 1 cm yr-1, 194 
and sliding over the bed contribuing 50% of the surface velocity. In the second case (divide), we 195 
also use no thickness change, but we specify a Dansgaard-Johnsen kink height of 0.7 for divide 196 
flow, and no basal melting or sliding (Raymond, 1983; Conway et al., 1999).  197 
 198 
Inferred accumulation rates are shown in Figure 2a. The different ice-flow assumptions result in 199 
inferred accumulation rates that differ by more than a factor of 4. The divide case has 200 
unrealistically high accumulation rates in the glacial period.  Figure 2b shows age differences 201 
between the two models for ice at given depths. By construction, the age differences are zero at 202 
the tie points. The age differences are also relatively small between the tie points, reaching a 203 
maximum of 56 years in the middle of the 6200 year gap between the tie points at 17.8 and 24.0 204 
kyr. The small age differences indicate that ACCUM is relatively insensitive to the prescribed 205 
ice-flow parameters. Because the thickness of a layer is the product of the accumulation rate at 206 
the age of the layer and the thinning function (Appendix B), changes in the thinning function can 207 
be compensated by the accumulation-rate history. The insensitivity of ACCUM to the choice of 208 
ice-flow parameters is useful when interpolating timescales.    209 
 210 
 211 
Results 212 
Assessment of Interpolation Methods using WAIS Divide data 213 
The annually resolved WDC06A-7 provides the first opportunity to directly assess interpolation 214 
methods with an ice core from a location with relatively smoothly varying accumulation. The 215 
100-year running average of annual-layer thicknesses is shown in Figure 3. Significant 216 
centennial variability is evident, but apart from the notable exception between 11.6 and 12 kyr, 217 
there is no evidence of abrupt climate changes similar to Dansgaard-Oeschger events in the 218 
Greenland ice-core records. Between 11.6 and 12.0 kyr the average annual-layer thickness 219 
increases by ~40%, which is interpreted as a change in accumulation rate (WAIS Divide Project 220 
Members, 2013). The increase occurs during the peak of Antarctic Isotope Maximum 0 221 
(corresponding to the end of the Younger Dryas) when the stable-isotope values show little 222 
change. Whether this accumulation increase is specific to WAIS Divide or extends across much 223 
of Antarctica is unclear because of the lack of annually resolved timescales for other ice cores. 224 
This event shows that even though the Antarctic climate varies relatively smoothly, events that 225 
deviate from our expectations are possible.  226 
 227 
The annual-layer thicknesses of the three interpolation methods are also shown in Figure 3.  The 228 
linear interpolation causes step changes in the inferred annual-layer thickness at each tie point. 229 
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At some tie points, the difference in annual-layer thickness on either side of the tie point is large; 230 
the annual-layer thickness changes by nearly 100% from a 3 cm thickness for ages older than 231 
17.8 kyr to a 6 cm thickness for ages younger. The other two interpolation methods yield 232 
smoothly varying annual-layer thicknesses that match each other and the measured annual-layer 233 
thicknesses reasonably well.  234 
 235 
The differences in age between the annually resolved WDC06A-7 and the interpolations are 236 
shown in Figure 4; the yellow shading shows the uncertainty of WDC06A-7 accumulated from 237 
the nearest tie point. The uncertainty accumulates quasi-linearly because either too many or too 238 
few years may have been systematically identified (see WAIS Divide Project Members, 2013 for 239 
specifics of the WDC06A-7 timescale and associated uncertainties). The ALT and ACCUM 240 
interpolations tend to have similar age differences from WDC06A-7. The linear interpolation, 241 
however, tends to be older than WDC06A-7. Because constant layer thickness between tie points 242 
is assumed with linear interpolation, layers are too thin on the younger side of the interval and 243 
too many years are present. After the approximate midpoint, the layers are then too thick and too 244 
few years are present. In contrast, in the interval between 24 and 28 kyr, the measured annual-245 
layer thicknesses increase with age and the linear interpolation places too few layers at younger 246 
ages. 247 
 248 
All interpolation methods do a poor job of matching WDC06A-7 between 8 and 12 kyr. This is 249 
not surprising, since interpolation cannot accurately capture abrupt variations between tie points. 250 
Interestingly, linear interpolation provides the best match to WDC06A-7 during this interval 251 
because large annual-layer thicknesses near 12 kyr reverse the trend of decreasing layer 252 
thickness with age. The other interpolation methods overestimate the age because they yield 253 
smaller layer thicknesses at the older side of the interval.  254 
 255 
In the interval from 15 to 18 kyr, layer thicknesses decrease rapidly with age on WDC06A-7 due 256 
to the combination of layer thinning from ice-flow and the glacial-interglacial accumulation-rate 257 
change. The linear interpolation has a particularly large age difference because of the large 258 
changes in layer thickness during the interval. In the interval 18 to 24 kyr, the annual-layer 259 
thickness varies much less. ALT and ACCUM yield layers that are too thick near 18 kyr, with 260 
corresponding ages that are too young.  261 
 262 
< Table 2 > 263 
  264 
The mismatch between the linear interpolation and WDC06A-7 is ~374 years, with ages that are 265 
outside the estimated uncertainty of WDC06A-7 most of the time (Table 2). Both ACCUM and 266 
ALT are improvements: age differences between the two are less than 20 years except during the 267 
interval 24 to 17.8 kyr. Interestingly, ALT is slightly better than ACCUM in each metric. The 268 
maximum mismatch for ALT is 118 years compared to 151 years for ACCUM. ALT also yields 269 
fewer ages that are outside the WDC06A-7 uncertainty. The two methods are expected to be 270 
quite similar since the ACCUM interpolation produces a smooth annual-layer thickness. Reasons 271 
why ALT and ACCUM might differ are discussed in Appendix B.  272 
 273 
The slightly better performance of ALT suggests that the greater complexity of ACCUM is not 274 
warranted; this may be particularly true for the deepest ice where the thinning function becomes 275 
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increasingly uncertain and difficult to predict with ice-flow models. ACCUM will likely improve 276 
in cases where the ice physics or ice-flow histories are better known; using two or three 277 
dimensional ice-flow models constrained by dated internal layers imaged by radar is a promising 278 
approach (e.g. Waddington et al., 2007; Steen-Larsen et al., 2010). However, in the following we 279 
will use ALT to assess existing ice-core timescales because it is simpler to apply. 280 
 281 
 282 
Age Uncertainty due to Interpolation 283 
Comparison of the interpolation methods provides a framework for estimating the interpolation 284 
uncertainty for other Antarctic ice-core timescales. In general, the age difference between the 285 
interpolation and WDC06A-7 increases farther away from a tie point (Figure 3). We use the age 286 
differences to estimate the rate at which different interpolation methods accumulate age 287 
uncertainty; for instance, if the age difference 500 years from the closest tie point is 50 years, 288 
then the uncertainty has accumulated at a rate of 10 years per hundred years. We calculate the 289 
rate of accumulating uncertainty (absolute value of the age difference divided by years from 290 
closest tie point) for all of the ages between 2 and 29.6 kyr. We exclude the topmost interval 291 
because the interpolated firn-density profile does not exactly match the actual density profile. We 292 
also use a final tie-point older than annually resolved timescale (35.9 kyr) to help constrain the 293 
variations in annual layer thickness We then find the cumulative fraction of ages for each rate of 294 
accumulating uncertainty (Figure 5). The cumulative fractions can be used as rough estimates of 295 
the 1-sigma and 2-sigma rates of accumulating uncertainty. We emphasize that these are not 296 
formal statistical uncertainties because they are based on a single timescale; however, they 297 
provide a rough estimate in the absence of other quantitative information about timescale 298 
uncertainties away from tie points.  299 
 300 
For ALT and ACCUM, the rate of accumulating age uncertainty is less than 4 years per hundred 301 
67% of the time and less than 10 years per hundred 95% of the time (Figure 5). The maximum 302 
rate of accumulating uncertainty is about 20 years per hundred and occurs at the abrupt 303 
accumulation increase at ~12 kyr. When the annual-layer thickness is varying more rapidly, there 304 
tend to be higher rates of accumulating uncertainty. Linear interpolation accumulates uncertainty 305 
at a significantly greater rate than ACCUM and ALT. The rates of accumulating uncertainty for 306 
the linear interpolation are less than 8 years per hundred years 67% of the time and less than 31 307 
years per hundred years for 95% of the time. Linear interpolation accumulates uncertainty at a 308 
rate greater than 50 years per hundred years approximately 3% of the time.  309 
 310 
 311 
Duration Uncertainty due to Interpolation 312 
For many analyses, it is important to know both the age and duration of a climate event. The 313 
duration depends on the number of annual layers between the measured depths of the onset and 314 
termination of the event. Interpolation tends to underestimate variability in duration because it 315 
cannot capture high frequency variations in annual-layer thickness. Interpolation can also 316 
artificially shorten or lengthen the duration of climate events, making them appear more or less 317 
abrupt. The effect can be large for linear interpolation when the events occur at the beginning or 318 
end of an interval during which the actual annual-layer thicknesses varied (e.g. 15 to 18 kyr at 319 
WAIS Divide, Figure 3). An additional issue with linear interpolation is when a climate event 320 
begins before a tie point and ends after. For instance, the annual-layer thicknesses increase from 321 
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3 cm for ages older than the 17.8 kyr tie point to 6 cm for ages younger (Figure 3). For equally 322 
spaced measurements in depth, twice as much time is packed between measurements on the 323 
older side of the tie point than between measurements on the younger side of the tie point. 324 
Therefore, features just older than 17.8 kyr will have twice the duration as features just younger. 325 
This may influence detection of times of significant change by artificially altering the rate of 326 
change of a climate proxy. 327 
 328 
 329 
Age Bias due to Interpolation 330 
The choice of interpolation method can also bias the average age of the timescale. Understanding 331 
the magnitude of potential bias is relevant for analyses of the phasing of climate proxies from 332 
different ice cores, such as between a composite Antarctic temperature record from many cores 333 
and a carbon dioxide record measured in a single core (e.g. Pedro et al., 2012). ACCUM and 334 
ALT produce ages that are older than WDC06A-7 about as often as they are younger (Figure 4); 335 
however, the linear interpolation is nearly always older (84% of the time). This occurs because 336 
the layer thickness is predominantly decreasing with age due to thinning from ice flow. The 337 
constant annual-layer thicknesses between tie points resulting from linear interpolation cause the 338 
annual layers to be too thin near the younger tie point and therefore put too much time into the 339 
younger half of the depth interval. The situation reverses in the older half of the interval, but 340 
these layers are still too old at each depth, recovering the correct age only at the bottom of the 341 
interval. Therefore, the linear interpolation is too old for the entire interval. For WDC06A-7, the 342 
average bias is 55 years for the timescale as a whole (Table 2).   343 
 344 
The bias due to interpolation tends to be larger for time periods that contain fewer tie points 345 
because there are fewer opportunities for older and younger age differences to cancel out (Table 346 
2). The bias is greatest for linear interpolation during periods with large variations in annual-347 
layer thicknesses. For instance, the increasing annual-layer thicknesses of the deglacial transition 348 
(21 to 12 kyr) result in ages biased 200 years too old for linear interpolation. In contrast, the 349 
ACCUM bias increases to three decades and the ALT bias is negligible (Table 2). The magnitude 350 
of the linear interpolation bias is similar to the 0-400 year lead of Antarctic temperature to 351 
carbon dioxide found by Pedro et al. (2012). Understanding the potential biases in the ice-core 352 
timescales used in analyses like this is important to further refine phase relationships.  353 
 354 
 355 
Comparison of ALT with timescales for EDML 356 
We compare three published timescales for EDML with an interpolation using ALT. The three 357 
timescales are: AICC2012 (Veres et al. 2013); LD2010 (Lemieux-Dudon et al. 2010); EDML1 358 
(Parrenin et al., 2007). To derive the ALT timescale, we use the ice ages at times of distinctive 359 
methane features from the AICC2012 timescale (Table 3) as well as a few tie points in the 360 
Holocene. The annual-layer thickness profile from AICC2012 and ALT are shown in Figure 6A. 361 
For most of the timescale, annual-layer thicknesses agree closely, and the age differences are less 362 
than 100 years (Figure 6B). The largest difference occurs between 12.8 and 9.2 kyr, when ALT 363 
does not produce thick annual layers around 11.5 kyr. The thick layers in the AICC2012 are 364 
driven by high isotope values at the Antarctic Isotope Maximum 0 peak.  365 
 366 
< Table 3> 367 
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 368 
Annual-layer thickness profiles from the EDML 1 and LD2010 timescales are also shown in 369 
Figure 6A. These two timescales use the same tie points as AICC2012 for ages older than 12.8 370 
kyr (ice age), but ages younger than 11.5 kyr (ice age) in AICC2012 are based on sulfur matches 371 
with the North Greenland ice core (Veres et al., 2013). Overall, the variation in annual-layer 372 
thickness between ALT and AICC2012 is about the same as among the three EDML timescales. 373 
The largest difference occurs between 7.2 and 8 kyr when the annual-layer thicknesses for 374 
LD2010 decrease 25% while the other interpolations show little change. Although the 375 
smoothness requirement causes ALT to miss high-frequency structure in layer-thickness profiles, 376 
it avoids creating large variations that may not be real.  377 
 378 
Age differences between ALT and EDML1 and LD2010 are not shown because the age of the tie 379 
points do not match those of AICC2012; thus an age comparison is not informative about the 380 
interpolation method. The similarity of the annual-layer thickness profiles among the four 381 
timescales suggests that both the Bayesian inverse and ALT methods produce robust timescales 382 
for EDML.  383 
 384 
 385 
Application 386 
Application to the Byrd, Siple Dome, and Law Dome ice-core timescales 387 
Comparison of interpolation methods with the annually resolved WDC06A-7 timescale indicates 388 
that linear interpolation can lead to large age differences. ALT and ACCUM performed 389 
substantially better. Here we assess three timescales that are based on near-linear interpolations: 390 
Byrd, Siple Dome, and Law Dome. We use ALT because it does not require any assumptions 391 
about ice flow. Ages of tie points for each timescale are derived from the original timescales 392 
either directly from the stated tie points or indirectly from the abrupt variations in annual-layer 393 
thickness (Table 4). We do not consider Taylor Dome because of the large uncertainty of the tie 394 
points (Mulvaney et al., 2000). For Taylor Dome, improving only the interpolation is unlikely to 395 
yield insight into the climate history. 396 
 397 
Annual-layer thickness profiles are shown in Figure 7A, C, E for Byrd, Siple Dome, and Law 398 
Dome respectively. All of the timescales have abrupt changes in annual-layer thickness at tie 399 
points, similar to the linear interpolation of WAIS Divide presented in Figure 3, but also 400 
structure due to the specifics of the timescale construction. The Byrd gas timescale was first 401 
developed based on a Monte-Carlo method that maximized the correlation between methane 402 
records (Blunier and Brook, 2001). The ice timescale was then derived by adding the delta-age, 403 
calculated from accumulation and temperature estimates based on the stable-isotope values. 404 
High-frequency variations in annual-layer thicknesses in the ice timescale result from time-405 
varying delta-age values. The Siple Dome gas timescale was derived by matching the methane 406 
record to the Greenland methane composite record at distinct tie points then linearly 407 
interpolating between the tie points (Brook et al., 2005). High frequency variations in annual-408 
layer thickness result of different delta-age values. The Law Dome timescale was developed 409 
using a Dansgaard-Johnsen (1969) ice-flow model to calculate layer thinning between the tie 410 
points (Pedro et al. 2011), which is almost equivalent to interpolating linearly between tie points 411 
(see Fig. 7E).  412 
 413 
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We have re-interpolated the three timescales with ALT. While most of the tie points in the 414 
original timescales were used, Byrd and Siple Dome required a few exceptions: we used only 415 
one, instead of two, tie points at 24 kyr, 27.5 kyr and 29 kyr (Dansgaard-Oeschger events 2, 3 416 
and 4) to avoid inferring large, unrealistic variations in layer thickness over short periods.  417 
 418 
ALT annual-layer thickness profiles are shown in red in Figs. 7A, C, E. Age differences between 419 
the original near-linear interpolations and ALT are shown in black. All three timescales show 420 
significant age differences. The largest differences are in the Siple Dome timescale; ages shift by 421 
as much as 1200 yr around 20 kyr, which is within the estimated 2000 yr uncertainty for the 422 
timing of the abrupt isotope change ~22 kyr (Brook et al., 2005). For Byrd, age differences are 423 
up to 1000 yr at about 24 kyr. At both Siple Dome and Byrd, changes in the timescales more 424 
recent than 18 kyr are less than 200 years. The timescales have a tie point at the onset of the 425 
deglacial methane rise (~18 kyr) such that the largest time interval between tie points is ~3000 426 
years, which limits how much the timescales can diverge. At Law Dome, the timescale ends at 427 
21 kyr. There is no tie point at the onset of the deglacial rise (~18 kyr), which results in a 428 
relatively long span, 16.2 to 19.1 kyr, without a tie point during the onset of the glacial-429 
interglacial transition. The average annual-layer thickness decreases by a factor of 2 between the 430 
16.2 and 19.2 kyr tie points, which results in a large age discrepancy of over 500 years centered 431 
at 17.7 kyr. As shown with the WDC06A-7 timescale, linear or near-linear interpolation 432 
performs poorly when the annual-layer thicknesses change significantly between tie points.  433 
 434 
Stable-isotope records are shown in Figure 7B, D, F on the original (blue) and ALT (red) 435 
timescales. For Byrd, the most significant change is that Antarctic Isotope Maximum 2 (~24 kyr) 436 
becomes more compact and similar in character of the WAIS Divide and EDML records (EPICA 437 
Members, 2006; WAIS Divide Project Members, 2013). Changes in the glacial-interglacial 438 
transition part of the record are smaller, although ages during the Antarctic Cold Reversal are 439 
shifted up to 150 years. For Siple Dome, the 3‰ δ18O increase is shifted younger by 1200 years 440 
from 21.8 to 20.6 kyr. As with Byrd, the changes during the glacial-interglacial transition are 441 
smaller but up to 250 years at 17.5 kyr. For Law Dome, the largest shift is centered at 17.5 kyr, 442 
which is the onset of deglacial warming. The deglacial transition at Law Dome is examined in 443 
more detail below.    444 
 445 
Age differences between the near-linear interpolation and ALT indicate that linear interpolation 446 
consistently yields older ages during the deglacial transition. Except for a few short periods, the 447 
ALT timescales are younger between 21 and 12 kyr. The bias towards older ages using a linear 448 
interpolation occurs because annual layers are too thin on the younger side of an interval during 449 
times of decreasing (in age) accumulation rates. On average, the linear timescales are too old by 450 
40 years for Byrd, 240 years for Siple Dome, and 150 years for Law Dome.  451 
 452 
We cannot verify whether the ages produced by ALT are more accurate than the original 453 
timescales but the ALT timescales are valid alternative timescales. The large differences in the 454 
timescales due to the chosen interpolation method highlight the increased uncertainty in the 455 
timescale away from the tie points. Caution is needed when interpreting climate changes based 456 
on interpolated timescales. 457 
 458 
Example: Glacial-Interglacial Transition at Law Dome  459 
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The deglacial warming at Law Dome is marked by a rapid increase of 3‰ δ18O in ~500 years. 460 
The timing of the onset was determined to be 17.84±0.32 kyr (Pedro et al., 2011) on the original 461 
timescale (blue in Figure 8); the blue vertical line marks the onset and the blue shading shows 462 
the stated uncertainty. Figure 8 also shows the same stable-isotope record on the ALT timescale. 463 
The onset of deglacial warming is shifted 550 years younger to 17.29 kyr. The large age 464 
difference occurs because this climate feature occurs nearly midway between tie points and the 465 
annual-layer thickness changes by a factor of 2 throughout the interval.  466 
 467 
For this climate feature, the uncertainty of the linear interpolation exceeds the stated uncertainty 468 
of the Δage and correlation uncertainties at the tie points. Both the timing of the climate feature 469 
and stated uncertainty should be revised. Using the rates of accumulating uncertainty described 470 
above, the uncertainty with a linear interpolation is 31 years per hundred (Figure 5), which yields 471 
a total uncertainty of 830 years which is the 320 year stated uncertainty plus an interpolation 472 
uncertainty of 510 (0.31×1640) years from the closest tie point. In the ALT timescale, the onset 473 
of deglacial warming begins at 17.29 kyr and the total uncertainty would be 430 years, the 320 yr 474 
stated uncertainty and 110 (0.1×1100) years interpolation uncertainty. The distance to the closest 475 
tie point changes with the interpolation method which affects the magnitude of the interpolation 476 
uncertainty. This reinforces that the uncertainties are estimates and should not be interpreted as a 477 
precise quantification of the total age uncertainty.  478 
 479 
A second effect is that the duration of events is different among the interpolation schemes. This 480 
is illustrated by the circled data in Figure 8; the duration of the cooling beginning at 16.6 kyr on 481 
the linear timescale is nearly twice as long as the cooling on the ALT timescale. Statistical tests 482 
identifying times of significant change will be affected by these timescale issues (e.g. Pedro et 483 
al., 2011; WAIS Divide Project Members, 2013).  484 
 485 
 486 
Conclusion 487 
Three methods for interpolating between age markers were tested using the annually resolved 488 
timescale for the WAIS Divide ice core (WDC06A-7). Linear interpolation results in unrealistic 489 
variations in annual-layer thicknesses at tie points, causing both large age errors and abrupt 490 
apparent variations in the duration of climate events. In addition, the linear interpolation resulted 491 
in a bias to older ages. The mismatch improved using interpolations based on either the 492 
smoothest annual-layer thickness (ALT) or smoothest accumulation-rate history (ACCUM). 493 
ALT performed slightly better than ACCUM but both give sufficiently similar results such that 494 
the choice of which to use will depend on the application. If only a timescale is desired, ALT is 495 
simpler to implement, but if accumulation-rate estimates are desired, for instance to help 496 
constrain the delta-age, then ACCUM is required. The rate of accumulating uncertainty between 497 
tie points using ALT was 10 years per hundred years, compared to 31 years per hundred years 498 
for linear interpolation.  499 
 500 
The existing Byrd, Siple Dome, and Law Dome timescales were based on near-linear 501 
interpolation. Re-interpolation of these timescales using ALT and similar tie points produced 502 
timescales that were on average younger during the glacial-interglacial transition. For Siple 503 
Dome, the abrupt 3‰ increase in δ18O at ~22 kyr (Taylor et al., 2004) was shifted 1200 years 504 
younger; while the timing of this event has significant uncertainty due to the accuracy of the 505 
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methane tie points, the large shift in age due to interpolation indicates that caution should be 506 
exercised when using the Siple Dome record in analyses of the onset of Antarctic deglacial 507 
warming. At ages between tie points, the interpolation uncertainty can exceed uncertainty at the 508 
tie points. For Law Dome, the timing of the onset of deglacial warming is shifted by 540 years 509 
indicating that the interpolation uncertainty is nearly double the stated 320 years which was 510 
determined from the tie point uncertainty (Pedro et al., 2011). Uncertainty in interpolation is 511 
often omitted in analyses; it should be considered when determining the timing and duration of 512 
climate features in Antarctic ice-core records.  513 
 514 
 515 
Appendix A 516 
Inverse Solution Procedure 517 
We use a Gauss-Newton iterative procedure (Aster et al., 2005, Section 10.1; Ganse, 2013) to 518 
find the model that optimizes the performance index in equation 1. This is a steepest descent 519 
(gradient) solver that uses the linear relationship between the model perturbations and the data 520 
residuals:  521 

𝚫𝒎 = (𝑱𝑇𝑱 + 𝜈2𝑳𝑇𝑳)−1 �−𝑱𝑇 �𝐺�𝒎
𝑘�−𝒅
𝜎

� − 𝜈2𝑳𝑇𝑳𝒎𝑘�    (A1) 522 

where  523 

𝐽 = 𝜕𝐺(𝑚)
𝜕𝑚𝑗

 is evaluated numerically using a forward difference scheme and k is the iteration 524 

number. 525 
 526 
A challenge when using non-linear gradient techniques is that a local rather than a global 527 
minimum of the performance index may be identified. Lundin et al. (in prep.) showed that there 528 
is a unique solution for a linear formulation of some interpolation problems. For the non-linear 529 
technique, we test for the existence of multiple minima using a multistart test (Aster et al., 2005; 530 
Section 9.4) to identify if the solution depends upon the initial assumption. Tests of a wide range 531 
of initial values did not reveal other solutions. Another potential limitation of this solution 532 
technique is that the function evaluation – the forward model – must have sufficient numerical 533 
accuracy to calculate the derivatives. Tests showed the numerical accuracy was sufficient. 534 
 535 
One implementation challenge is that the initial update to the model (accumulation rate) can 536 
result in negative accumulation rates. If negative accumulation rates persist, the forward model 537 
does not produce a depth-age relationship, and the solution procedure fails. This is avoided by 538 
initiating the model with reasonable accumulation rates based on the modern accumulation rate 539 
at the site. Reducing the size of model perturbations at each iteration step, resulting in longer 540 
convergence times, also solves this problem.       541 
 542 
 543 
Appendix B 544 
Comparison of ACCUM and ALT 545 
The thickness of an annual layer of age A, λ(A), is related to its thickness when it was deposited 546 
(the accumulation rate at that time), ḃ(A), by the thinning function, Λ(A) 547 

𝜆(𝐴) = Λ(𝐴)𝑏̇(𝐴)         (A2) 548 
ACCUM minimizes the second derivative of the accumulation rate: 549 
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𝜕2𝑏̇(𝐴)
𝜕𝐴2

           (A3) 550 
ALT minimizes the second derivative of the annual-layer thickness: 551 

𝜕2𝜆(𝐴)
𝜕𝐴2

= 𝜕2Λ(𝐴)
𝜕𝐴2

𝑏̇(𝐴) + 2 𝜕Λ(𝐴)
𝜕𝐴

𝜕𝑏̇(𝐴)
𝜕𝐴

+ Λ(𝐴) 𝜕
2𝑏̇(𝐴)
𝜕𝐴2

     (A4) 552 
 553 
Figure A1 shows relative values for the three terms on the right hand side of Eq. (A4) evaluated 554 
for ACCUM as a function of age on the WDC06A-7 timescale. ALT does not use a thinning 555 
function or an accumulation history so the relative contributions from the three terms cannot be 556 
evaluated for ALT. The third term, which includes the second derivative of the accumulation 557 
rate, accounts for 70% of the curvature of λ(A) and explains why ALT and ACCUM yield 558 
similar, but not identical, interpolations. The second derivative of the accumulation rate is 559 
multiplied by the thinning function; because the thinning function is unity at the surface, ALT 560 
emphasizes minimizing the curvature of the younger accumulation rates relative to ACCUM.   561 
 562 
The first and second terms both account for 15% of the total. The first term is the second 563 
derivative of the thinning function weighted by the accumulation rate. Hence ALT will minimize 564 
the thinning function with added emphasis when the accumulation rate is higher, such as in the 565 
mid-Holocene for WAIS Divide. The second derivative of the thinning function is also indirectly 566 
controlled by variations in accumulation rate because a major cause of variations in the thinning 567 
function is the change in accumulation rate. The second term, with the two first derivatives, has a 568 
similar structure to the first term. The largest age difference between ALT and ACCUM is in the 569 
18 to 24 kyr interval. Interestingly, this interval has near zero values for both the first and second 570 
terms making it difficult to explain why the ALT and ACCUM differ during this period. The 571 
difference is likely related to weighting of the second derivative of the accumulation rate by the 572 
thinning function in the first term which deemphasizes the smoothness constraint during this 573 
period in ALT.    574 
 575 
It is not clear that ALT has a predictive advantage to ACCUM, or whether the slightly better 576 
performance at WAIS Divide is due to chance. There is no obvious reason why minimizing the 577 
curvature of the thinning function would lead to improved predictive capability. While this is an 578 
area that could be further explored, the small differences between the ALT and ACCUM method 579 
indicate that there will be little improvement in the final timescale. The choice of whether to use 580 
ALT or ACCUM will most likely depend on the application. If only a timescale is desired, ALT 581 
is simpler to implement. If accumulation rate estimates are desired, for instance to help constrain 582 
the delta-age, then ACCUM is required.   583 
 584 
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Figure 1: Commonly used methane tie points between 8 kyr and 30 kyr. Italicized match points 698 
indicate less certain correlations. Greenland Composite Methane on GICC05 and EDML 699 
Methane on timescale of Lemieux-Dudon et al. (2010). 700 

Figure 2: Accumulation rate (top) inferred with the ACCUM method with ice flow parameters 701 
for either a flank or divide site. The age difference (bottom) between the two interpolations. 702 

Figure 3: 100-year running average of annual-layer thicknesses for the WDC06A-7 compared 703 
with inferred annual-layer thickness for the different interpolations. Black vertical dashed lines 704 
are tie points. Inset in upper left shows details of between 29.6 and 17 kyr. 705 
 706 
Figure 4: Age differences between the interpolation methods and the WDC06A-7 timescale. 707 
Yellow shading is the accumulated uncertainty of WDC06A-7 from the closest tie point (WAIS 708 
Divide Project Members, 2013). 709 
 710 
Figure 5: We define the rate of accumulating uncertainty as the absolute value of the age 711 
difference between an interpolation and the WDC06A-7 timescale at each WDC06A-7 age 712 
divided by the age difference from the nearest tie point. The cumulative fraction is the fraction of 713 
the total data set for which the rate of accumulating uncertainty is below the threshold value on 714 
the x-axis; this is similar to a cumulative distribution function. The horizontal lines indicate 0.66 715 
(1-sigma) and 0.95 (2-sigma) levels. 716 
 717 
Figure 6: A) Annual-layer thicknesses for three EDML timescales - AICC2012 (Veres et al., 718 
2013), LD2010 (Lemieux-Dudon et al., 2010), and EDML1 (Ruth et al., 2007) - and the ALT 719 
interpolation based on ice ages from AICC2012. B) Age differences between AICC2012 and 720 
ALT interpolation. Age differences between other timescales are not shown because only the 721 
AICC2012 and ALT use the same ages for tie points. Dashed vertical lines are tie-point ages. 722 
 723 
Figure 7: Annual-layer thicknesses of original timescales (blue) and ALT interpolation (red) in 724 
A,C, and E. Age differences are shown in black. The stable-isotope records on the original (blue) 725 
and ALT (red) timescales in B,D, and F. The stable-isotope records on the ALT timescales are 726 
shifted down by 1‰. 727 
 728 
Figure 8: Detail of Law Dome δ18O record on the Pedro et al. (2011) timescale (blue) and on 729 
ALT timescale (red and shifted down by 1‰). Black vertical dashed line is the depth-age tie 730 
point. Blue vertical line and shading is the timing and uncertainty of the onset of deglacial 731 
warming defined by Pedro et al. (2011). The red vertical line marks the timing of the onset of 732 
deglacial warming with ALT. The blue horizontal bar is increased uncertainty by adding an 733 
interpolation uncertainty appropriate for linear interpolation. The red horizontal bar is the total 734 
uncertainty for the ALT timescale. See text for description of uncertainty calculations. The two 735 
circled areas show the different durations of climate events that can result just from using a 736 
different interpolation method. The duration of the cooling with ALT is half its duration with 737 
linear interpolation. 738 
 739 
Figure A1: The three terms from the right side of Eq. (A4) evaluated for the ACCUM 740 
interpolation of WAIS Divide WDC06A-7. 741 
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Table 1: Assumed depth-age tie points used for WAIS Divide
Age (ka) 2 4 6 8.2 11.8 13 14 17.8 24 27.6 29.6 35.9
Depth (m) 481.84 916.52 1281.63 1587.90 1973.34 2082.71 2243.88 2422.60 2612.57 2730.02 2798.95 2959.00
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Table 2: Interpolation Assessment for WDC06A-7
Linear ACCUM ALT

Largest Age Difference (years) 374 151 118
Outside of WDC06A-7 Uncertainty* 60% 33% 25%
Age Bias (years) -55 9 0
Deglacial Age Bias (years) -181 30 1

* This is the percentage of interpolation ages that differ from the 
    WDC06A-7 ages by more than the WDC06A-7 uncertainty at that age
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Table 3: Depth-age tie points for EDML
Depth 223.72 352.06 463.51 568.94 724.06 768.88 830.09 917.56 1048.8 1153.51 1173.19 1224.53
Gas Age 2 4 6 8.2 11.7 12.8 14.7 17.4 23 28 29 32
Ice Age 2.9 4.9 7 9.2 12.8 14.1 15.8 18.8 24.5 29.4 30.5 33.5
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Table 4: Depth-age tie points
Byrd Depth 453.01 624.93 821.19 1045.54 1111.74 1193.65 1270.37 1522.8 1593.91

Ice Age 4 6 8.3 11.6 15 18 25 29.5 33

Siple Dome Depth 339.28 433.5 507.51 621.42 647.06 673.15 708.08 734.09 756.22 762.78 786.38
Ice Age 4 6 8.3 11.9 12.1 15 18.3 24 27.8 28.8 32.6

Law Dome Depth 8 9 11.8 12.7 12.8 16.2 19.5 12 23
Ice Age 1099.682 1106.04 1121.593 1124.423 1128.876 1131.081 1133.498 1134.273 1134.674
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Figure 6: A) Annual-layer thicknesses for three EDML timescales - AICC2012 (Veres et al., 2013), LD2010 
(Lemieux-Dudon et al., 2010), and EDML1 (Ruth et al., 2007) - and the ALT interpolation based on ice 
ages from AICC2012. B) Age di�erences between AICC2012 and ALT interpolation. Age di�erences 
between other timescales are not shown because only the AICC2012 and ALT use the same ages for tie 
points. Dashed vertical lines are tie-point ages.
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Figure 8: Detail of Law Dome δ18O record on the Pedro et al. (2011) timescale (blue) and 
on ALT timescale (red and shifted down by 1‰). Black vertical dashed line is the 
depth-age tie point. Blue vertical line and shading is the timing and uncertainty of the 
onset of deglacial warming de�ned by Pedro et al. (2011). The red vertical line marks 
the timing of the onset of deglacial warming with ALT. The blue horizontal bar is 
increased uncertainty by adding an interpolation uncertainty appropriate for linear 
interpolation. The red horizontal bar is the total uncertainty for the ALT timescale. See 
text for description of uncertainty calculations. The two circled areas show the di�erent 
durations of climate events that can result just from using a di�erent interpolation 
method. The duration of the cooling with ALT is half its duration with linear interpola-
tion.
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Chapter 7: Future Research 
 
This dissertation described a variety of ways of obtaining information about past ice-sheet and climate 
conditions. The optical properties of firn, internal layers of Thwaites Glacier, ice-core records from WAIS 
Divide, and interpolated timescales for coastal Antarctic ice cores are linked through a variety of 
themes. First, the physical properties of ice determine the different wavelengths of electromagnetic 
radiation to best investigate the interior structure of the ice sheet. Second, annual cycles recognizable in 
the ice sheet form the basis for timescales and inferred accumulation rates. Third, the topic of 
uncertainty features prominently in each chapter. Fourth, past variations in ice flow create challenges 
and opportunities in both placing modern observations in context and interpreting past climate change. 
The papers span a broad range of research questions but all contribute to opening many potential 
research avenues. This chapter is organized into three broad directions of future research. Each section 
discusses both ongoing work and future opportunities.  
 
Electrical Measurements 
The electrical measurements of the WAIS Divide ice core have many potential uses beyond annual layer 
identification. An immediate objective is to understand the loss of annual layering below 2800 m. The 
amplitude of the annual signal continues to decrease after 2800 m, such that by 3200 m it is absent. The 
variance of the AC and DC data, a measurement of the amplitude of the annual signal, is greatest during 
the LGM and correlates well with the dust concentration in the ice. The loss of amplitude below 2800 m 
is partly explained by the decrease in dust concentration, but the amplitude reduces even more than the 
early Holocene. This suggests that there is an additional process reducing the amplitude of the annual 
signal. It is unclear if this process is diffusive in nature, or whether it might indicate cm-scale mixing of 
layers due to ice flow. What is intriguing about the reduction in amplitude is it begins to occur where 
there is a change in ice fabric as measured by thin sections, sonic logging, and laser dust logging. 
Additionally, a common feature of ECM records was abrupt changes in the amplitude of quasi-annual 
variations that occurred predominantly between 2700 and 3100 m. The results were compared with 
physical properties at a 30 cm section at 2968 m depth. The grain size had regular layering of coarse and 
fine grains and showed no major differences in the region of low-amplitude in the ECM. These events 
will be investigated more as chemical measurements become available.  
 
With the DC-ECM, we measured multiple tracks at different positions on the face of the ice core yielding 
a two-dimensional picture of the ice core. The multi-track images suggest cm-scale irregularities in 
layering, but are difficult to interpret because the noise level on individual tracks is relatively high. The 
cause of this noise is likely surface irregularities created when planing the ice surface with a mechanical 
planer. Attempts to plane the ice by hand with a microtome blade were disastrous, leaving me quite 
happy with the relatively minor ridges from the mechanical planer. It may be possible to reduce the 
impact of the grooves by using a slightly larger electrode. We used a smaller electrode to gain greater 
spatial precision in measurements to optimize the chances of resolving thin annual layers near the bed. 
Different electrode dimensions will be tested before the South Pole intermediate depth core is 
measured. Since the annual signal in the electrical conductance at South Pole is not as distinct as at 
WAIS Divide, it may be preferable to optimize the electrode setup for multi-track rather than annual 
layers. 
 
The above discussion should not imply that there is no possibility to use the WAIS Divide multi-track 
data. I have collaborated with the University of Maine to investigate irregular layers observed with the 
multi-track measurements. Maine is developing a laser ablation system that can measure chemical 
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species at sub-mm spacing. Two pieces of WAIS Divide ice with irregular layers were sent to them. The 
laser ablation system had initial difficulties. After several tries, the laser ablation data produced roughly 
similar results for two tracks spaced 1 cm apart; however, while the two tracks were broadly similar, 
they were not at a level of precision necessary to test the irregular multi-track layering. Continued 
method development and more detailed measurements will allow many new analysis avenues in the 
future. 
 
WAIS Divide Climate 
Developing the annually resolved timescale for the WAIS Divide ice core provided the opportunity to 
collaborate with Eric Steig’s group and lead the initial deglacial climate interpretation. The broad themes 
were discussed in Chapter 4, but many details remain for more specific analyses. An obvious target of 
specific study is the rapid accumulation increase between 12 and 11.6 ka. This was unexpected in 
Antarctica for two reasons: 1) the climate is thought to vary slowly due to buffering from the Southern 
Ocean and 2) the stable-isotope records did not show a significant change during the accumulation 
increase. The timing of the accumulation increase is intriguing. The relative age precision between the 
methane jump and the accumulation increase is about 100 years. Therefore, the onset of the 
accumulation increase can be confidently placed before the methane jump, but how closely the 
methane jump corresponds to the end of the accumulation increase is both a question of dating and of 
defining the end of the accumulation increase. Regardless of the exact timing, there are a variety of 
important questions about this event. First, is the event unique to central West Antarctica or is it more 
widespread? This is difficult to assess because no other Antarctic ice core has a timescale able to resolve 
such accumulation variations. Second, what does such an accumulation increase indicate about global 
climate? And why is a similar accumulation increase not observed in relation to the methane jump at the 
Bolling-Allerod warming? The rapid accumulation rate increase at WAIS Divide asks many tantalizingly 
questions that will require more observations and modeling to answer. 
 
There are also many questions about the timing of abrupt climate change that can be addressed with 
the WAIS Divide records. Many of these efforts will be led by colleagues, such as the gas timescale for 
the deglaciation. A major question has been the timing of the onset of the deglacial carbon dioxide 
increase. There is considerable uncertainty on the timing of this event because the gas record must be 
tied to Greenland age scales. The carbon dioxide record from Dome C has an age uncertainty of at least 
700 years at the onset of the deglaciation. The WAIS Divide record allows the gas records to be dated in 
two independent ways: 1) using the annual timescale and calculating the gas-age ice-age difference and 
2) matching the methane records to Greenland records and using the gas timescale developed by annual 
layer counting and a calculation of the gas-age ice-age difference for the Greenland cores. The 
difference between two ways of dating the WAIS Divide gas records reaches only 200 years at 19 ka. The 
close agreement is strong evidence for robust absolute ages of the ice core timescales. Comparisons 
between ice-core records and other paleoclimate records are often challenging because the other 
records use different methods for dating (14C or U/Th). This leads to large uncertainties in the ages 
relative to each other. The better understanding of the accuracy of the ice-core timescales will allow 
more precise assessment of the phasing of climate change from a wide variety of paleoclimate archives. 
 
Other ice cores 
This work with the WAIS Divide ice core has also opened up possibilities with other ice cores. A New 
Zealand led group has successfully drilled to bedrock at Roosevelt Island. I have been involved in this 
project by modeling the depth-age scales as well as giving advice on making ECM measurements. The 
depth-age scale for Roosevelt Island promises to yield valuable information about past ice thickness in 
the Eastern Ross Sea. The inverse method I developed to interpolate timescales was the first step in 
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building a model to infer past ice-thickness change of coastal domes. A key advantage of the non-linear 
solution method is that ice thickness change can also be solved for, either if the accumulation is already 
known (such as from bubble number density) or in conjunction with inferring the accumulation rate. The 
ice-core processing stopped at ~5000 years so we will have to wait another year to see what secrets the 
Roosevelt Island depth-age scale holds. 
 
An intermediate core at South Pole is the next major US ice coring projecting. I will be involved in the 
drilling of the core as a postdoc with Eric Steig. One of the primary goals of the South Pole Ice Core is a 
record of trace atmospheric gases that are best preserved in the cold but relatively high accumulation 
setting at South Pole. Eric Saltzman and Murat Aydin will be responsible for this record. Ed and I have 
worked with Eric and Murat on measurements from other ice cores because they need temperature 
histories for the gas samples’ movement through the ice sheet. The South Pole core provides an 
opportunity to continue this work particularly for the deeper section where the temperature history will 
have influenced the gas records more. There is also a need to characterize the conditions upstream of 
the core site because South Pole is not located at an ice divide. The modern ice flow velocity is 10 m a-1 
indicating that ice 10,000 years old originated ~100 km upstream. There will also be an opportunity to 
measure the electrical properties of the ice core. Measurements I made last winter on South Pole ice 
from ~180 m suggests that there is not much of an annual signal in Holocene ice at South Pole in 
electrical conductance. However, there are four reasons to make ECM measurements: 1) the ECM 
measurements are an independent record needed to validate the depth registration of the continuous 
melt system used to analyze many chemical species; 2) the annual signal is likely more prominent in the 
glacial ice when the dust concentration is higher; 3) the ECM can recognized distinct volcanic events to 
match with other records allowing an initial timescale to be developed; and 4) multi-track 
measurements will help determine if there are any stratigraphic disturbances in the core due to past 
streaming ice flow. 
 
There are also opportunities to dictate where future ice cores will be drilled. Hercules Dome is one 
potential target. Before drilling at Hercules Dome, a detailed site survey is necessary to determine the 
site characteristics. In particular, it is unclear if there is a Raymond bump or if the site is a caldera –polar 
opposite settings. Drilling deep at Hercules Dome would leave the intermediate-depth drill free for 
drilling coastal domes. My first interest is to drill the other inter-ice-stream ridges of the Siple Coast to 
understand the deglacial history of the Ross ice sheet. This fits into the IPICS 40ka array objective. The 
Siple Dome record presents enigmas of a ~6 degree temperature increase in a century and thinning 
stopping by the early Holocene. Explaining and corroborating these records will yield great insight into 
how rapidly the West Antarctic ice sheet can disintegrate. There is also the possibility of drilling many 
other coastal domes. Sulzberger Bay, to the East of Roosevelt Island, has a plethora of domes and 
continuing farther East there are many locations up the Antarctic Peninsula. Drilling these sites would 
provide detailed records of climate variability for the past 2000 years, another IPICS objectives and may 
also yield LGM records in the deep ice.  
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Appendix A: Metadata for the WDC06A-7 Timescale 
 
Timescale WDC06A-7 is described in WAIS Divide Project Members, 2013, “Onset of deglacial warming 
in West Antarctica driven by local orbital forcing”, Nature 
 
Types of Data used in the timescale 
- 0-579 m: continuous chemistry with electrical measurements in areas of uncertainty. Depth interval 
570-2800 m is based on variety of electrical measurements:  
- 579-1350 m: dielectric profiling (DEP) measurements made in the field 
- 1350-1940 m: Alternating Current Electrical Conductivity Measurement (AC-ECM) made at the National 
Ice Core Lab (NICL) 
-1940-2020 m: Combination of AC- and DC-ECM and continuous chemistry, primarily black carbon, 
sulfur, and sodium. 
- 2020-2800 m: AC-ECM and Direct Current (DC) ECM made at NICL (started at section 1955) 
- 2910-3330 m: d18O(ice) from field shavings. 
 
Notes on Timescale from 0-579 m: 
The depth-age scale for the upper 579 m of the WDC06A ice core is based on a broad range of 
continuous, high-depth-resolution elemental and chemical measurements with additional high-
resolution (e.g., electrical properties) measurements used only when the chemical measurements were 
missing or ambiguous. An independent timescale using AC-ECM was in agreement within 1% of the 
timescale determined with the chemistry measurements and we use 1% for the estimated uncertainty.  
Annual picks mark summer peaks (nominally January 1). See Sigl et al., 2013, “A new bi[polar ice core 
record of volcanism from WAIS Divide and NEEM and implications for climate forcing of the last 2000 
years,” JGR for details. 
 
Notes on the Timescale from 579-2800m 
Estimated Uncertainty: 
We provide qualitative estimates of the uncertainty in the annual layer interpretation for the following 
intervals based on the subjective quality of the annual signal. The interpretation uses insights from a 
comparison of 80 m of ECM and continuous chemistry data from 1940 to 2020 m. Increase in dust 
during has a tendency to split peaks and add non-annual variations, so the interpretation favors 
counting two small peaks as 1 year rather than as 2 years. 
 
1) 0 to 580 m (present to 2.3 ka) 

- interpretation from continuous chemistry with 1% estimated uncertainty (McConnell and 
others) 

1) 580 to 1960 m (2.3 to 11.6 ka): ± 2% 
- comparison with brittle ice chemistry show difference of 1%, so a 2% total uncertainty is 
assumed (Cole-Dai and Ferris) 

2) 1960 to 2300 m (11.6 to 15.5 ka): ± 4% 
- comparison with continuous-flow chemistry for 1940 to 2020 show difference of 2.4%, so a 4% 
total uncertainty is assumed  

3) 2300 to 2500 m (15.5 to 20 ka): ± 8%, except for depths in 4 
- annual signal in these depths is difficult to discern with apparent non-annual decreases due to 
dust. Uncertainty from previous period is doubled  

4) 2421.75 to 2427.25 m (Old Faithful Volcanic Peak): ± 10% 
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- layers are interpolated using 5-m average annual layer thickness from above and below section   
5) 2500 to 2800 m (20 to 30 ka): ± 4% 

 - layers are much more regular than during the transition. Uncertainty is estimated to be the 
same as in interval 2. 

 
Multi-track DC-ECM processing  
The DC-ECM data is an average of multiple tracks along the same core but at different horizontal 
positions across the core.  The 7 tracks were averaged after the high and low value at each 
measurement position was excluded.  For 2750-2800, there was concern that the greater layer dips 
would adversely influence the stacking. To correct for the lay dips the tracks were first aligned by 
calculating the layer inclination from the correlation of the two outside tracks and shifting each track up 
or down by the appropriate distance.  Then the tracks were stacked in the same way as for 1955-2750.   
 
Alignment of AC and DC data  
The DC and AC data were often not properly aligned because the inclination of the layers resulted in mm 
scale depth offsets. To align the DC-ECM and AC-ECM, the AC depths were shifted to the position of 
maximum correlation with the DC data. 
 
Interpretation of Annual Layers 
Annual layers were initially identified with an automatic layer picker (McGwire et al., 2011) in both up- 
and down- core directions. Above 1955 m, only the DEP or AC-ECM data was used; where the picks from 
both directions agreed with 20% of the average annual layer thickness, the pick was accepted.  Below 
1955 m, both the AC and DC ECM data was used; where three of the four picks agreed within 20% of the 
average annual layer thickness, the pick was accepted.  For all depths below 579m, all picks where 
reviewed manually by T.J. Fudge. Ken Taylor has reviewed the depth interval 579-900 and the top 5 
meters of every 50 m section below 2000 m, with interpretation differences of ~0.5%. This timescale is 
only based on T.J. Fudge’s interpretation. Annual picks are at peaks in electrical conductivity thought to 
correspond to summer. For 1940 to 2020, the ECM and continuous chemistry records were picked by 
both Michael Sigl and T.J. Fudge, and a consensus timescale was agreed upon by them. 
 
Data Adjustments 
Different normalization techniques were used for different segments of the data: 
The DEP data for depths 570-1350 m are available as normalized and un-normalized. The normalized 
data was obtained by subtracting the mean value of each meter and then dividing by the average of the 
absolute value of the difference. This corrected for meter-to meter differences in ice temperature when 
it was measured, and electrode contact issues. This method has the disadvantage of reducing the 
amplitude of annual layers near volcanic peaks.  
 
The AC-ECM data for depths 1350-1950 m were not adjusted. 
 
The AC- and DC-ECM for depths 1950-2800 m were normalized and adjusted.  Unnormalized values are 
also available. 

Normalization: The data were normalized by subtracted the mean conductivity of the section, then 
dividing by 3 times the standard deviation. The mean and standard deviations were calculated from 
a subset of the data to prevent volcanic signals from obscuring the annual signal after the data was 
normalized. The data 9 cm to either side of the peak value and the lowest 5% were excluded from 
the mean and standard deviation calculations. This exclusion was done to reduce the effect of 
volcanic peaks or dust lows on the amplitude of the annual signal. 
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Adjustment: The normalized data were then fitted with a cubic smoothing spline (Matlab script 
CFSMTHSPL.m which is based on CSAPS.m).  The purpose of the smoothing spline was to correct 
lower values that commonly occurred at the ends of cores because of the position of the core tray 
on the ECM tracks.  Only splines with a stiff spline parameter (typically 0.5) were applied. The spline 
curved never had more than two inflections points, so the wavelengths of the spline were much 
longer the annual layer signal in the data. 

 
 
Determing the end of the Annual Layer Interpretation 
It is difficult to determine where to stop interpreting annual layers.  By ~3100 meters, the annual signal 
was gone. *Note that this does not mean decadal or longer timescale stratigraphy has been disturbed*  
We have stopped interpreting layers at 2800 m even though an annual layer signal appears to be 
present in much of the interval from 2800-3100 m because we are not sure that all annual layers are still 
being preserved.   
 
The annual layer interpretation was stopped at 2800 m for three primary reasons: 

1) The autopicking algorithm could no longer find a dominant annual layer thickness with the Fast 
Fourier Transform (FFT) tracing technique used above. 

2) Sections of data looked like the layering had been “smeared”. Inspection of the multi-track EC-
ECM images also suggests irregular layering in locations. 

3) The annual layer thicknesses inferred from an isotope match between the Byrd and WAIS Divide 
ice cores suggest more annual layers than were found in manual picks of selected intervals. 

 
We are currently working on techniques for confidently identifying annual layers in the 2800-3100 m 
interval and it may be possible to extend the annual layer count by approximately 10,000 years. 
 
Contributors to this timescale: 
T.J. Fudge, Kendrick Taylor, Ken McGwire, Joe McConnell, Michael Sigl, Ross Edwards, Howard Conway, 
Edwin Waddington, James White, Bruce Vaughn, Jeff Severinghaus, and Todd Sowers  
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