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University of Washington

Abstract

Passive Radar Observations of the Aurora
by Frank David Lind

Chair of Supervisory Committee

Professor John David Sahr
Electrical Engineering

In this dissertation I present the first observations of auroral E-region irregulari-
ties using a passive radar system. The Manastash Ridge Radar exploits commercial
communications broadcasts to make radar observations. Compared to other contem-
porary radar techniques, passive radar provides significantly superior performance
at a fraction of the cost. I have constructed the first passive radar system for non-
defense applications.

I discuss observations of the August 27, 1998 geomagnetic event made using the
radar. This event was simultaneously observed using the Ultraviolet Imager (UVI)
on-board NASA'’s Polar spacecraft. I make a detailed.comparison between the data
from the radar and those from UVI. I then compute a lower bound for the current
flowing in association with the observed auroral arc by combining data from the two
instruments.

I also include the development of a three fluid theory for the E-region irregulari-
ties. Finally, I explore future directions in passive radar technology and ionospheric

research.
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Chapter 1

INTRODUCTION

The earliest predictions of a conducting region at the top of the atmosphere
are attributed to Gauss and Lord Kelvin in the mid 1800s [Bone, 1991]. These
predictions did not draw much attention or take on practical importance until the
development of radio in the 20th century.

With Marconi’s initial radio communication across the Atlantic ocean in 1901 it
became necessary to explain in detail the manner in which radio waves propagated
in the Earth’s atmosphere. The initial explanation given by Oliver Heaviside, that
a layer of ionization in the upper atmosphere was responsible for the reception of
radio waves at great distances, laid the foundation for the investigations that have
produced our modern understanding of the ionosphere.

Scientific investigation of the ionosphere is driven by experimental observations
of ionospheric motion, composition, conductivity, and field structure. These basic
physical properties allow detailed models to be constructed that explain ionospheric
phenomenon in terms of neutral gas dynamics, plasma physics, and chemistry.

To accomplish the measurements necessary to probe the ionosphere’s behavior,
many experimental techniques have been developed. These include numerous meth-
ods of ground based remote sensing, in situ techniques using satellites and sounding
rockets, and satellite based remote sensing techniques using imagers, beacons, and
top-side radio sounders.

Early investigations of ionospheric processes and structure were made using the
innovation of the ionosonde [Breit and Tuve, 1926]. This type of radio sounder

makes observations of the ionospheric electron density below an altitude limited



by the electron density peak. These systems operate between 1 and 30 MHz and

make regular observations around the world every day.

The initial radio investigation of the ionosphere was continued and expanded
upon following World War II. The most important development is probably the in-
coherent scatter radar [Gordon, 1958, Bowles, 1958]. This powerful type of instru-
ment scatters radio waves from the thermal fluctuations in the electron population
of the ionosphere through a process known as Thomson scatter. Such radars require
very large antennas and extremely powerful transmitters, with the typical unit of
merit for these systems being the MW-acre. Incoherent scatter radars provide many
useful parameters: the electron density and temperature, the ion density of major
species, electric fields, and convection velocities. Because of the high frequency at
which these systems operate, they are able to profile the ionosphere at altitudes

above the F-region peak which are inaccessible to the ionosonde.

It was realized early on that certain sections of the ionosphere sometimes pre-
sented extremely large scattering cross sections to radio waves at wavelengths on
the order of a few meters. This fact has been exploited by radio amateurs for many

years to transmit signals over great distances when the opportunity presents itself.

The first radar observations of this phenomenon were reported by Eckersley
[1937]. He performed a surprisingly sophisticated experiment using radar inter-
ferometry at 9 MHz to determine that the irregularities he detected were located
between 105 and 120 km in altitude. The association of the irregularities with the
aurora was soon determined by Harang and Stoffregen [1938] who made backscatter

observations in Norway at two frequencies simultaneously.

These early observations were interesting enough that many experiments have
been conducted to observe the “radio aurora.” The instrument that has been pro-
duced to make these measurements is the coherent scatter radar. These radars

typically have transmitter powers on the order of a few tens of kW and relatively



small antenna systems. Functionally they are very similar to the incoherent scatter
radar, but the lower transmitter powers and smaller antennas make them signifi-
cantly less sensitive. Many incoherent scatter radars also make observations of the
irregularities by substantially reducing their transmitter power, or even through
inadvertent detection in the antenna side lobes. The reduced power is necessary be-
cause scatter from the irregularities will saturate the receivers when these systems
are at full power. Thus incoherent scatter radars can also operate in a coherent

scatter mode, usually at UHF frequencies.

Using coherent scatter radar E-region irregularities have been observed at the
equator, in the auroral regions surrounding the Earth’s poles, and occasionally at
mid-latitudes. The experiments have allowed a number of basic facts to be de-
termined. These include the electric field conditions necessary for the irregularity
production, their characteristic alignment relative to the Earth’s magnetic field, the
extraordinary size of their scattering cross section, and their typical velocities and

spectral shapes.

Farley [1963a] provided the first detailed theoretical explanation for the irregu-
larities seen at the equator as the result of a streaming instability between electrons
and ions. This physical interpretation correctly explains the general details of the
radar observations. Many authors have expanded upon this basis and several good
reviews of irregularity theory and experiment can be found in the literature [Sahr
and Fejer, 1996; Hanuise et al., 1993; Haldoupis, 1989; Keskinen and Ossakow,
1983].

E-region irregularities are a natural example of nearly two dimensional plasma
wave turbulence. They are initiated when sufficiently strong electric fields cause
electrons to drift through ions at a speed which exceeds the local plasma sound
speed. This situation is unstable because in most cases the sound speed is the fastest

that linear density perturbations can propagate in a fluid. Waves are generated by



this super-acoustic motion converting energy from the flow to density perturbations
which propagate out from the source of the disturbance.

The location of the irregularities is limited in altitude to the E-region of the
ionosphere by increasing collisions with the neutral gas below, and by an increas-
ing temperature, decreasing ion neutral collision frequency, and ion magnetization
above. Ionospheric irregularities are observed at the equator in association with the
equatorial electrojet, occasionally at mid-latitudes as sporadic-E, and frequently at
auroral latitudes in association with the auroral electrojet.

The waves in the auroral zones are the result of electric fields created in the
magnetosphere, a region of space surrounding the Earth. These electric fields are
generated by the convection of solar wind plasma past the Earth’s magnetic field.
The associated distortion of the magnetosphere generates current systems. These
current systems must form a closed circuit and some of them close within the Earth’s
ionosphere. The currents create the aurora through the precipitation of charged
particles, they transfer energy to the ionosphere, and the ionospheric electric fields

and convection patterns are a strong reflection of the magnetospheric conditions.

1.1 Motivation For This Work

The driving motivation of this work is to develop a new experimental technique
called passive radar. In particular this technique allows for observation of the E-
region irregularities at dramatically lower cost and with substantially higher per-
formance than previous coherent scatter radar systems. By its very nature the
technique also provides access to wavelengths currently used by commercial com-
munications systems that are normally unavailable for use in radar applications.
This is useful because theories of the irregularities often make predictions of their
physical properties as a function of irregularity wavelength. An ability to probe the

irregularities at new wavelengths allows for a more revealing comparison between



experiment and theory.

Using passive radar, the plasma physics of E-region irregularities can be investi-
gated in the meter scale wavelength regime where the irregularity physics transitions
from a plasma fluid behavior to a kinetic regime. At this length scale the nonlinear
wave particle interactions begin to inhibit wave growth and dissipate energy within
the system. The unprecedented spatial and velocity resolution provided by passive
radar also allows for the investigation of the irregularities produced by spatial struc-
tures in the ionosphere having kilometer scales. Understanding the occurrence and
behavior of the irregularities is also necessary for determining how energy from the
magnetospheric current systems is dissipated within the ionosphere, as well as when

and where this occurs.

In particular I am motivated to study E-region irregularities using the first ob-
servations made with the Manastash Ridge Radar. This is the first passive radar
system for non-defense applications. The system uses a single FM radio station as
its signal source, with a frequency of 99.9 MHz being typical. The observations I
have taken of 1.5 meter E-region irregularities are the first reported in the literature,
and are the most recent observations between the typical 1 m and 3 m scales since

1.3 m observations of the Antarctic auroral electrojet in 1994 [Ogawa, 1996].

These new radar observations demonstrate the efficacy of the passive radar tech-
nique as well as the potential for future applications. In addition to the novelty of
the method by which these observations were made, the physical conditions which
produced the irregularities and the ionosphere’s response to them are also extremely

interesting.

The events associated with these irregularity observations occurred August 27
1998, during an extraordinarily strong geomagnetic disturbance. This is a very
fortunate event in that a great deal of contextual information is available from

satellite based instrumentation. I analyze the radar results from this event in the



context of ionospheric plasma physics and the available satellite observations. In
particular I examine the location of the irregularities relative to the auroral emissions
seen by the Ultraviolet Imager, and I combine data from this imager and the radar
to estimate the current flowing in association with the auroral arc.

In addition to the discussion of the radar and the observations made using it,
I include some theoretical developments related to the generation of the E-region
irregularities that help to explain the wide range of velocities observed by coherent
scatter radar systems. In particular, this three fluid theory can explain waves whose
velocity is substantially below the local ion acoustic speed. This speed is the lower
limit of the wave velocity in the traditional linear fluid theory of the irregularities. By
accounting for the equal presence of NO* and O in the E-region of the ionosphere
it is possible to produce a new wave mode whose properties correspond to a wider

range of radar observations than has previously been possible.



Chapter 2

THE EARTH’S IONOSPHERE

The ionosphere is the region of charged particles that forms in the upper portion
of the Earth’s atmosphere. This region surrounds the Earth and extends upward
from about 80 km in altitude, where the production of ionization by solar ultraviolet
light substantially exceeds the recombination rate during the day. At its upper
boundary the ionosphere transits smoothly from a region where collisions with the
neutral gas are primarily dominant to a regime where the plasma physics of charged
particle corotation with the Earth is most important.

Traditionally the ionosphere has been divided into a series of layers: the D-region,
the E-region, and the F-region. This nomenclature was introduced by Appleton in
1924 who discovered the F-region. He renamed the Heaviside layer the E-region
because the letter E was used to denote the electric field of a radio wave reflected
from that layer. In his theory F was used to denote the same field when reflected
from the newly discovered Appelton layer and so he named it the F-region. This left
room above and below for new layers as they were discovered and it led naturally
to naming the D-region which is just below the E-layer [Ratcliffe, 1970].

While the boundaries between the layers are not always physically distinct, it is
possible to ascribe physical significance to each layer. The D-region, below 90 km
is a region of mainly molecular ions where the physics is dominated by collisions
with the neutral gas, primarily N,. This layer is characterized by the tendency of
radio waves to be absorbed there due to a combination of the moderate electron
densities and high collision frequencies. The E-region, between 90 and 180 km, is a

transitional region where the electrons become effectively collisionless while the ions



are still dominated by their collisions with the neutral gas. The E-region is composed
primarily of molecular ion species with NO* and OF being equally dominant. The
F-region, which lies above the E-region is where both the ions and the electrons
are collisionless, i.e. the collisions with the neutral gas are much less frequent than
the gyration of the particles around the geomagnetic field lines. This region of the
ionosphere is composed primarily of atomic ions with O being the primary species

at low altitudes and with H* becoming dominant around 1000 km.

Due to the longer recombination times of the atomic ion species, the F-region
experiences substantially less variation in electron density during the diurnal vari-
ation of solar ultraviolet radiation. The faster recombination of the molecular ion
species below 150 km leads to the D and E layers effectively disappearing at night in
the absence of other ionization sources. In the auroral ionosphere energetic particle

precipitation often creates substantial ionization in the D and E layers.

2.1 Vertical Structure of the Ionosphere

The ionospheric electron density profile shown in Figure 2.1 is a model profile (IRI-95
[Bilitza et al., 1993]) for a mid-latitude quiet daytime ionosphere. This is a typical
case but it should be understood that the ionosphere is a highly variable system

with transient, diurnal, and solar cycle variations.

The most prominent feature visible is the F-region peak in the electron density,
which results from the increasing neutral gas density with depth into the atmosphere,
and the decreasing flux of solar ultraviolet radiation due to its absorption at higher
altitudes. The E-region is then visible further down in altitude prior to a smooth

decrease in electron density for the D-region at the very bottom of the ionosphere.
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Figure 2.1: An electron density profile for the Earth’s ionosphere. This profile
is computed from the International Reference Ionosphere (1995). Local electron
density maxima can be seen in the E-region (100 km), and the F-region (300 km).

2.1.1 Neutral Composition

The composition of the neutral gas atmosphere as a function of altitude is shown in
Figure 2.2 from the MSIS-E-90 atmospheric model [Hedin, A. E., 1991]. Nitrogen
(N3) dominates up to about 200 km, and Oxygen (O) is the primary neutral species
at higher altitudes. Substantial amounts of other species such as Oy, Ar, and He
are also present in the E and F-regions.

The neutral species which are present in the ionosphere provide a source for
the ions and electrons and determine the chemistry of their recombination. This
chemistry directly effects ionospheric dynamics. For example, the disappearance

of the D and E-regions during the night is due to the shorter recombination times
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Figure 2.2: The primary composition of the neutral gas in the Earth’s Jonosphere.
This profile is from the MSIS-E-90 upper atmosphere model.

scale of molecular ion species. This demonstrates quite clearly that the atmospheric
chemistry of the ionosphere can play an important role on relatively short time
scales.

The neutral atmosphere also impacts the behavior of the ionosphere significantly
through the role that neutral winds, tides, and gravity waves play. These neutral
gas motions can directly influence the plasma in the lower ionosphere by convecting

plasma, modulating densities and temperatures, and creating density gradients.

2.1.2 Charged Particle Composition

The role of charged particles is of great importance to the properties of the iono-

sphere. A typical profile showing the predominant ion species in the ionosphere is
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Figure 2.3: The ion composition of the Earth’s Ionosphere. The four primary ion
species are shown from the IRI-95 model. '

shown in Figure 2.3. The nearly equal densities of NO* and Of in the E-region,
give way to the predominance of O* at higher altitudes.

This is in contrast to the charged particle composition of the magnetosphere
which is dominated by H* ions. The role of different ion species in the E-region is
not limited to that of NO* and OF, meteors often deposit layers of metallic ions in
sufficient density to strongly influence the plasma parameters of the region and this

influences the formation of E-region irregularities.

2. 1.8 Plasma Parameters

The electron plasma frequency is shown as a function of altitude in Figure 2.4 as

computed from the IRI-95 ionosphere model and the International Geomagnetic
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Figure 2.4: Electron plasma frequency for the ionosphere as a function of altitude.
This parameter is computed from the IRI-95 and the International Geomagnetic
Reference Field Model (IGRF). The peak plasma frequency corresponds to the peak
ionospheric electron density.

Reference Field model [Barton, C. E., 1997]. This is the inherent frequency that
electrons oscillate about the ions at when perturbed. Radio waves that are trans-
mitted at frequencies near the peak plasma frequency (4-12 MHz typically) will be
refracted back towards the Earth’s surface by the ionosphere. This is the basic
reason why radio broadcasts below about 30 MHz travel long distances around the
globe. It is also the basis for the operation of the ionosonde. These devices transmit
a succession of radio frequencies in order to determine ionospheric parameters such

as the plasma density and the bottom side profile.

The ion and electron gyrofrequencies are shown in Figure 2.5, with the ion mass

used for the calculation being the average of all the ion species at a given altitude.
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Ion and Electron Gyrofrequency
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Figure 2.5: The ion and electron gyrofrequencies as a function of altitude as com-
puted from the IRI-95 and IGRF models.

The gyrofrequency for a species « is simply

g.B

[

0o = (2.1)

where g, is the species charge and m, is the species mass. The impact of the large
ion mass can be seen by the large ratio between the electron and ion gyrofrequencies.
This is due to the predominance of molecular and atomic ions in the ionosphere.
The ion-neutral and electron-neutral collision frequencies are shown in Figure 2.6
and were computed using data from the MSIS-E-90 model. The ion-ion and ion-
electron collisions are so infrequent compared to the collisions with the neutral

gas that they can usually be neglected. In general collision frequencies are very
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Collision Frequencies
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Figure 2.6: Ionospheric collision frequencies as a function of altitude. The collisions
with the neutral gas dominate all other types of collisions at ionospheric altitudes.
These collision frequencies are computed from the MSIS-E-90 model.

complicated because they depend upon the densities of the species, their velocities,
and a velocity dependent cross-section for collision with every other species. In the

ionosphere it is usual to use parameterized collision frequency formulas such as those

derived from Schunk and Nagy [1980].

Ven = 5.4210" 00, T2 (2.2)

Vin =4.34 x 10710 (ny,) +4.28 x 10719 (np,) + 2.44 x 1071% (np) (2.3)
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Figure 2.7: Model ionospheric ion and electron temperatures as a function of altitude
as derived from IRI-95. The temperature of the ions and electrons can vary greatly
as ionospheric conditions change.

Here, n, is the density for a given species a and o = n denotes the mean neutral

density. The temperature of the electrons is 7, and the densities are given per cm?®.

A typical ionospheric electron and ion temperature profile is shown in Figure 2.7.
Temperatures in the lower E-region are on the order of 300 K with equilibrium being
maintained between the ions, electrons, and neutral gas by collisions on short time
scales (seconds). The ionospheric temperature increases with altitude and above 150
km the neutral gas density is low enough that substantial temperature differences
between the ions and electrons can sometimes occur.

It is really the relationship between the gyrofrequency and collision frequency
that dominates the physics of the ionospheric plasma. This gyro-collision ratio is

shown for ions x; and electrons k. in Figure 2.8. When this ratio is somewhat
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Figure 2.8: Ionospheric gyro-collision coefficients computed from the IRI-95 and
IGRF models.

above 1.0, the plasma is magnetized and an accurate treatment must address the
presence of the Earth’s magnetic field. For low values of the ratio, the plasma is
demagnetized because the species collides more frequently than it gyrates about the

magnetic field.

By comparing the gyrofrequencies of the electrons to their collision frequency we
see that they are magnetized throughout the ionosphere above about 85 km, while
the ions are demagnetized below about 150 km. This demagnetization of the ions
is one of the defining features of the E-region and it determines, to first order, the

altitude extent of the E-region irregularities.
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2.1.4 Conductivity

The conductivity of the ionosphere can be expressed through a tensor relationship

J=c¢ E (2.4)

where the conductivity tensor g is given by

o= ocg op O (2.5)

The conductivity tensor is useful for understanding of the phenomena that are
present in the ionosphere and their relationship to the larger environment of the
magnetosphere. The specific (os), Hall (og), and Pedersen (op) conductivities are
determined primarily by the mobility of the ion species relative to the electrons.

After Brekke [1997]

ne

Og = —_B— (I‘&e+lﬁ?i) (26)
_nel K | _m

=B [1+/€§ + 1+/<,?] (27)

aH=E[ e i ] (2.8)
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Figure 2.9: The Specific, Pedersen, and Hall conductivities of the Earth’s Ionosphere
for undisturbed conditions, computed from the IRI-95 and IGRF models.

where the gyro-collision ratio of a species x, is determined for species o by

Ko = — (2.9)

for a plasma density n, magnetic field B, electron charge e, gyrofrequency 24, and
collision frequency vqy.

A model run showing these conductivities for a typical vertical profile of the iono-
sphere during undisturbed conditions is shown in Figure 2.9, while a more detailed
view of the E-region is given in Figure 2.10.

Here we can see that the Hall conductivity maximizes in the E-region, and the

Pedersen conductivity has a maximum in the F-region. The specific conductivity
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Figure 2.10: The Specific, Pedersen, and Hall conductivities of the lower E-region,
computed from the IRI-95 and IGRF models. The Hall conductivity exceeds the
Pedersen conductivity in the E-region.

increases rapidly with altitude becoming dominant above about 250 km. This con-
centrates horizontal ionospheric current systems in the E-region and lower F-region
of the ionosphere. At high latitudes these Hall and Pedersen currents connect to
the magnetosphere via field aligned currents which are in part possible due to the
high conductivity along the magnetic field lines. The electric fields associated with
these magnetospheric current systems are also responsible for the strong convection

of plasma, in the polar ionosphere.

2.2 Ionosphere Features

The ionosphere shows more than the simple vertical structure that I have described

in detail. There are many large scale features such as quiescent current systems,
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Figure 2.11: A schematic of structures in the Earth’s ionosphere as a function of
latitude. The auroral zone is typically between 60° and 70° and the equatorial zone
is between +/- 10°. The shaded portion of the diagram indicates the night side of
the Earth and the arrows denote the typical convection direction.

the auroral zones, sporadic ionospheric layers, E and F-region tides, the equatorial
dynamo, and the auroral and equatorial electrojets. An inventory of the physics
of these phenomenon is beyond the scope of this work and is treated elsewhere
[Kelley, 1989).

Figure 2.11 is a_schematic showing the location of some important ionospheric
features. These include the auroral zones and polar caps, the mid-latitude regions,
and the equatorial zone.

There is no strong demarcation for many of these divisions and the boundaries
between them should be taken as approximate. For example, the auroral zones
often expand equatorward to mid-latitudes in response to strong geomagnetic dis-

turbances.
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2.2.1 FElectrojets

One prominent phenomenon of the ionosphere that is related to the study of E-region
irregularities is the formation of electrojets. Electrojets are ionospheric currents that
are generated by large scale electric fields. The scope and generation mechanisms
of these electric fields limit the spatial extent of the electrojets. They flow in the
E-region where the Hall conductivity is highest and they can carry an integrated

current of several million amps.

There are electrojets in the auroral zones and at the equator. Electrojets in these
locations share many characteristics but their generation mechanisms are different.
The equatorial electrojet is located at the equator and flows perpendicular to the
Earth’s magnetic field. The electrojet flow is in a westward direction during the
day and eastward at night. The flow during the night is restricted in duration
after sunset because the E-region disappears as its molecular ions recombine in the
absence of solar ultraviolet light. The equatorial electrojet occurs due to an electric
field generated by a dynamo that is driven by solar heating of the ionosphere at the

equator.

The auroral electrojets occur in the auroral zones surrounding the Earth’s polar
caps. These currents are created by electric fields generated in the magnetosphere
and coupled to the ionosphere via field aligned currents. The auroral electrojets
flow in the E-region of the ionosphere and can occur during the day or night, with
the typical flow direction being toward magnetic midnight. They are most intense
during strong geomagnetic storms. During these times the magnetospheric electric
fields are enhanced and strong particle precipitation creates the aurora. This particle
precipitation enhances the conductivity of the E-region and allows large ionospheric
currents to flow. A diagram of the typical convection pattern of the north polar
ionosphere is given in Figure 2.12. The currents associated with this convection

form the auroral electrojets.
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Figure 2.12: An idealized northern hemisphere ionosphere convection pattern.
Dashed lines denote the convection direction while the shaded arrows indicate the
ionospheric electric field direction responsible for the convection. Latitude is denoted
by the circles and notations indicating magnetic local time surround the outermost
circle. A typical cross polar cap potential associated with this pattern is 80 kV.

The E-region irregularities are often associated with the electrojets both at the
equator and in the auroral zone. The large scale field and conductivity structures
that are favorable for the formation of electrojets also produce E-region irregularities

when the electric fields are sufficiently strong.

2.2.2 Coupling to the Magnetosphere

The Earth’s ionosphere is coupled to the larger space environment primarily by field
aligned currents which occur in the auroral regions that surround the Earth’s poles.
These currents are driven by electric fields generated in the Earth’s magnetosphere.

The electric fields arise from the convection of the solar wind past the Earth’s
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Figure 2.13: The Earth’s Ionosphere is coupled to the larger space environment as
is shown in this cartoon looking at the Earth’s equator. The sun is on the left hand
side and the solar wind flows past the Earth at velocities between 400 and 1000 m/s.
Currents are generated in the Earth’s magnetosphere due to this flow and some of
these currents close in the ionosphere.

magnetic field.

Figure 2.13 illustrates how this occurs, with field aligned currents at high lat-
itudes linking the auroral regions into the magnetospheric current systems. The
ionosphere acts as a dynamic load on the system with most of the energy dissipa-
tion occurring in the E and F-regions as the magnetospheric currents close their
circuit there.

It is the generation of electric fields in the magnetosphere, by a flow driven
dynamo process, that ultimately produces large-scale electric fields in the auroral

ionosphere and provides energy for the formation of E-region irregularities.
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Chapter 3

THE IONOSPHERIC TWO STREAM INSTABILITY

The auroral electrojet is a phenomenon of the ionosphere where a relatively
large current system is driven by electric fields generated in the magnetosphere.
This current system is confined to a narrow range of altitudes in the E-region of
the ionosphere where the Hall conductivity maximizes. The flow of this current
is also favored, especially at night, by enhancements in the conductivity due to
the energetic particle precipitation that creates the aurora. In the electrojet the
geometry of the electric and magnetic fields is often favorable for the formation of

the plasma wave turbulence known as E-region irregularities.

3.1 The Plasma Physics of the Two Stream Instability

The ionospheric two stream instability, where one component of the ionospheric
plasma streams through another, is the instability that is responsible for the gener-
ation of the E-region irregularities. In particular it is this streaming instability that
allows the free energy of flowing electrons to be coupled into wave growth, and this
ultimately acts as a dissipation mechanism for energy carried into the ionosphere
by field aligned currents.

It was first recognized by [Farley, 1963a] that the physics of the two stream in-
stability was fundamental for understanding the ionospheric turbulence that had
been observed by radar systems. The initial explanation was proposed to explain
observations made of strong radio scatter from plasma turbulence in the equato-

rial electrojet. It soon became apparent that the two stream instability could be
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important anywhere in the E-region under appropriate conditions. In the iono-
sphere this instability has become known as the Farley instability, or sometimes the
Farley-Buneman instability [Buneman, 1963].

The basic concept is that electrons, driven by a sufficiently strong electric field,
Hall drift through ions at velocities exceeding the local ion acoustic speed. This
situation is unstable because the ion acoustic speed is the greatest velocity at which
electric field mediated density perturbations can linearly propagate in the E-region
of the ionosphere. When the electrons undergo this ’supersonic’ drift motion the
flow becomes unstable in the volumes of electrons that have exceeded the acoustic
speed. The electrons couple energy from their drift motion into the growth of ion
acoustic waves which radiate away from the disturbed volume. Energy may be
transfered between different wave modes and this energy is ultimately thermalized
through nonlinear wave-particle interactions at short wavelengths. This results in
heating of the surrounding plasma and neutral background gas on time scales that

are large compared to the growth and decay times of individual waves.

3.2 Linear Two Fluid Theories

It is easiest to approach the physics of the irregularities using a linear fluid theory.
This is the approach taken by many authors who have progressively added additional
details and refinements [Buneman, 1963; Sudan et al., 1973; Lee and Kennel, 1973;
Wang and Tsunoda, 1975; St. Maurice et al., 1981; Huba et al., 1983; Fejer et al.,
1984a; Fejer and Providakes, 1987; Kissack et al., 1995; Hamza and St. Maurice,
1995).

The fluid theory allows a direct derivation of several important irregularity prop-
erties, without the complications of kinetic theory. These include the dispersion re-
lation of the waves produced by the electron’s drift motion, the conditions for wave

growth, and the basic physical regimes in which the instability is important.



26

The theory has been extensively developed for the irregularities of the auroral
electrojet with the addition of density gradients [Huba et al., 1983]. The importance
of gradients is such that the mechanism is often referred to as the “gradient drift”
instability. This instability primarily generates waves with wavelengths greater than
10 m. Sharp density gradients are often present at high latitudes near auroral arcs

and the gradient drift instability can play an important role in such cases.

A simple linear fluid theory cannot explain many important properties of the ir-
regularities such as their observed spectral shapes, aspect angle dependence, or even
the diversity of velocities observed by radar systems. The theory also gives predic-
tions of the irregularity growth rates at short wavelengths that differ unrealistically
from those predicted by kinetic theories. It is however a very good starting point
for forming a basic understanding of the physics that is involved in the formation

of E-region irregularities.

The theory begins by approximating electrons and ions of the ionospheric plasma
as being well represented by the fluid equations for a magnetized plasma. The
continuity and momentum equations are taken for the electrons and a single ion
species that is assumed to be the mean ion species present in the E-region. After

Fejer and Providakes [1987]

ON,

6t + V . (NeVe) = Q - CteiNeN,; (31)
DV, -—e VP
e = (E+ V. x B) — N~ Ve Ve (3.2)
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where the electric field is given by the gradient of a scalar potential

E=-V¢ - (35)

and here a,; represents a recombination coefficient for a non-catalytic binary chem-
ical recombination and Q represents a constant source term.

Both Robinson and Honary [1993] and Kissack et al. [1995] use an energy relation
at this point, but this significantly complicates the analysis and results in new wave
modes that are not well motivated experimentally. The more usual approach is to

assume an isothermal ideal gas law v = 1, or in some cases an adiabatic ideal gas

law v = 2.

P = yN,k,T, (3.6)

Where k; is the Boltzmann constant, N, is the density of a species ¢, and T, is the
temperature of that species.

Other authors have selected an approximation where the ions are isothermal and
the electrons are adiabatic [Farley and Providakes, 1989], and this seems to fit the

experimental data more accurately in some cases. The correctness of this is not well
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motivated physically and it is not clear that all data is better fit using this approach.
There also has been an attempt by Kissack et al. [1995] to accurately account for
the transport and conduction of heat in a fluid theory context, and these approaches
have produced relations that are very similar to those predicted by the kinetic
theories [Stubbe, 1989).
The resulting set of fluid equations is then evaluated using first-order linear

perturbation theory, and the system is solved for the dispersion relation.

3.2.1 The Magnetic and Electric Field Geometries

Figure 3.1 shows the geometry of the electric and magnetic fields that are necessary
for the generation of the E-region irregularities. In this particular case the mag-
netic field is oriented appropriately for the northern polar regions of the Earth’s
ionosphere.

As can be seen, the electric field is perpendicular to the magnetic field and the

electron plasma will drift with a velocity given by

2 0.
9% ]EXB_ [Ve vl ]g (3.7)

= [1- —= 4 | =+ V,Z
Va [ ®+2 B e t@ BT
which is the drift motion for a magnetized collisional plasma in an applied electric
field. This equation neglects neutral winds and is for a given velocity parallel to the

magnetic field V;. In the E-region this drift is reasonably approximated by the drift

motion in a collisionless plasma

ExB

e (3.8)

VaL &

for a simple applied electric field. The ion plasma is governed by a similar equation.
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Figure 3.1: The electric and magnetic field structure of the northern auroral iono-
sphere as a function of altitude. Field aligned currents flow down magnetic field
lines to close in the E and F regions. The electric field drives ionospheric convection
and drives a Hall current in the E-region.
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Figure 3.2: The geometry of the two stream instability in the northern auroral E-
region. The drift velocity Vg is created by the E x B drift. The vector k denotes
the wave vector of the irregularities generated by the instability for a sufficiently
strong electric field.

Howevér, being collisionally bound to the neutral gas in the E-region, the ions are
effectively demagnetized and they drift in a direction determined by the applied

electric field and the ambient neutral wind.

- 8.2.2 Ionospheric Two Stream Geometry

The geometry of the two stream instability in the E-region is shown in Figure 3.2.
The aspect angle o and flow angle 6 are typically confined to a relatively narrow
drift cone around the drift direction. Here the neutral wind is taken to be zero,
which to first-order is usually a good approximation when compared to the electron
drift velocity.

The ion drift in the direction of the applied electric field is relatively slow while
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the electrons drift rapidly through ions. The situation becomes unstable when the
electron drift exceeds the local ion acoustic speed. Whether this happens locally
within the plasma, or in bulk where an entire region of electrons exceeds the acoustic
speed en masse, is not yet clear from theory or experiment. It has, however, been
determined by sounding rocket measurements that the E-region plasma can contain
instabilities of extremely large amplitude with 5-15% of the ambient plasma density
being a typical maximum. Of course for such large perturbations the basic linear
theory assumption does not hold. A full non-linear treatment is then necessary which
does not make the small perturbation assumption, and the testable predictions of

these theories are rather limited.

3.2.8 The Ion Acoustic Speed

The fundamental velocity at which the two stream instability becomes unstable
is known as the ion acoustic speed. This is the velocity at which linear density
perturbations in the plasma of the ionosphere propagate. The density perturbations
are propagated as plasma sound waves where the pressure force is conveyed by
electric fields, and not by binary collisions as in the neutral atmosphere. The formula

for the ion acoustic speed in the ionosphere is given by

Co= [ke(Ti + Te) (3.9)
m;

under the assumption of isothermality and using a mean mass for the approximated
single ion species. In the auroral E-region ionosphere velocities between 300 and 450
m/s are typical as is shown in Figure 3.3. This velocity can be modified significantly

by heating from particle precipitation and wave particle interactions.
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Figure 3.3: The ion acoustic velocity as a function of altitude for a typical high
latitude E-region ionosphere. This profile was computed from the IRI-95 model

ionosphere.

3.2.4 The Irregularity Dispersion Relation

By considering small wave like perturbations e?**~“* and solving the system of
perturbed fluid equations it is possible to arrive at the following dispersion relation

for the irregularities. After Fejer and Providakes [1987)

,,
N

(3.10)

Wy =

— 2aN, (3.11)
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where equation 3.10 is the real part of the irregularity dispersion relation and 3.11
is the imaginary part. The wave frequency w, is linearly related to the electron
drift velocity V for a given irregularity wave vector k. This relation determines the
phase velocity of the irregularities. It is important to note that the propagation of
the irregularities is predicted by linear theory to occur at the electron drift velocity
and not the ion acoustic speed. Some observations support the linear relationship
while others show the phase velocity reaching saturation near the ion-acoustic speed.
This is an unresolved issue because the ion-acoustic speed is not measured during

the majority of coherent scatter radar observations.

The imaginary portion of the dispersion relation represents wave growth and
decay in the system. The first term represents the streaming instability, the second
the importance of density gradients, and the third incorporates the effect of recom-
binational damping. The parameter 2/ controls the region of the ionosphere where
wave growth is important by determining the relative magnetization of the ions and
electrons. The second term of 3.12 results in strong damping for waves propagating
with a component kj along the magnetic field direction. This is the fundamental
reason that the irregularities are strongly “field aligned.”

The density gradient scale length L,, incorporates the influence of density gradi-
ents on the irregularities. Weak gradients serve either to stabilize or destabilize the

system based on the direction of the density gradients relative to the electric field.
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The gradient is destabilizing if

[E-k xB][VN -k xB] >0 (3.14)

Strong density gradients can actually destabilize the plasma through the gradient
drift instability even in the absence of an electric field. This destabilization is
wavelength dependent, with long wavelengths (> 10 m) being excited first in the
plasma. Under most conditions density gradients only serve to modify the electric
field required to excite the meter scale two stream instability.

The irregularity growth rate relation (Equation 3.11) is also not an accurate
picture at short wavelengths because the fluid theory approximations are only valid
at wavelengths greater than the ion mean free path. Below this scale kinetic effects
such as-Landau damping limit the growth rate of the irregularities. This becomes
important for wavelengths below about 1 m under typical auroral ionosphere con-

ditions.

3.2.5 The Instability Threshold

It is relatively straightforward to solve for the drift velocity at which the instabil-
ity begins to grow. Under the assumption of no density gradients, and neglecting

recombination, it is possible to derive a threshold condition for instability

k-Vi>Cs(1+) (3.15)

This instability threshold indicates that when the drift velocity of the electrons
exceeds the local ion acoustic speed the plasma becomes unstable and wave growth

will occur. A typical electric field strength sufficient to exceed the threshold is
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around 25 mV/m in the auroral ionosphere.

3.3 Linear Kinetic Theories

The initial development of the linear theory for the two stream instability in the E-
region of the ionosphere was done using kinetic theory by Farley [1963a]. Since then
most of the development of irregularity theory has been done with the fluid theories
because they are significantly simpler in their formulation. It would be wrong to
think that the kinetic approaches have been in any way abandoned. A number
of authors have continued and extended the early work substantially [Schmidt and
Gary, 1973; Schlegel and St. Maurice, 1983;Schlegel, 1983; Stubbe, 1989; Pecseli
et al., 1989; Dimant and Sudan, 1995; Gurevich et al., 1995; Rosenberg and Chow,
1998].

These kinetic theories proceed from the Boltzmann kinetic equations for the
distribution functions of the various species with some approximate collision term.

It is normal for ions of similar mass to simply consider a single ion distribution,
instead of each species that is present. The usual approach then proceeds similarly
to fluid theory in that first order linear perturbations are taken with the assumption
of wave like solutions so that the system can be solved in the frequency domain. The
perturbation to the density function is derived and this result is used with Poisson’s
equation to obtain a dispersion relation. The fluid limit can always be recovered by
taking the appropriate moments of the distribution functions. As is noted by Stubbe
[1989], the primary problem in the kinetic theory is the appropriate description of
the collisional effects and the usual approach is to pick an appropriate relaxation
model.

The kinetic theories inherently handle Landau damping correctly and with the
proper collision term can realistically describe momentum and energy transfer. In

practice this makes the results from kinetic theory extraordinarily complicated. For
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wavelengths greater than a meter the linear fluid and kinetic theories make essen-
tially identical predictions, so that the complexity of the kinetic theory is not re-
warded by “better” results. At wavelengths below a meter the kinetic theory makes
significantly more realistic predictions of the irregularity growth and dissipation

rates.

3.4 Nonlinear Theories

Linear theories of the Farley-Buneman instability predict many important features,
such as the threshold for instability, a characteristic dispersion relation, alignment
perpendicular to the magnetic field, and why the irregularities are confined to the -
E-region. They are not, however, sufficient to explain many features of the ir-
regularities that are commonly observed such as the spectra shape, saturation of
wave growth, wave phase velocities that are too low or high relative to the ion
acoustic speed, ionospheric wave heating, irregularity amplitudes, and scattering
cross-sections.

Nonlinear approaches have been used on many of these outstanding questions of
irregularity theory. There is a continuum of techniques, some of which make similar
predictions in different ways. In general the problem has been that the theories
are not sufficiently distinguished or predictive to make measurements that select

between them.

3.4.1 Threshold Velocity and Phase Velocity Saturation

The threshold velocities at which instability growth occurs have been treated exten-
sively by several authors. Chaturved: et al. [1987] found that field aligned electron
drifts could modify the threshold criteria and generate oblique sound waves. More
recently Karashtin and Tsimring [1993] examined the effect that plasma inhomo-

geneities have on the threshold velocity. Kissack et al. [1997] have looked at the
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impact of electron neutral energy exchange has on the Farley-Buneman threshold
through nonlinear heating of the neutral background.

There are some observations of the irregularities [Primdahl and Bahnsen, 1985]
that show the irregularity phase velocities are limited to the ion acoustic speed
C;. This has been explained by Sudan [1983b] as being due to an effective increase
in the electron neutral collision frequency in the presence of turbulence. Other
theories predict a similar saturation velocity for the irregularities, although for dif-
ferent reasons. Three wave interactions [Kustov et al., 1988], resonance broadening
[Robinson, 1992], and mode coupling [Hamza and St.-Maurice, 1993q] all can pro-
duce a similar limit to the phase velocity of the irregularities. It is not entirely
clear how to experimentally select between these different models, or even that their
underlying physical mechanisms are actually distinct. They also do not explain
observations of the irregularities that seem to closely follow the linear dispersion
relation, where the phase velocity of the irregularities depends on the electron drift
velocity V;. More theoretical and experimental wprk will be required to resolve
this issue, and it would be interesting to determine if this saturation velocity has a

wavelength dependence.

3.4.2 Wave Heating

A major question that must be addressed by the nonlinear theories is how the
energy in the turbulence generated by the instabilities is dissipated in the E-region.
This question is worth answering because it addresses the larger problem of energy
balance in the system and how energy from the magnetosphere is dissipated in the
ionosphere.

Wave heating mechanisms have been considered extensively in several studies.
Early on it was shown that there is sufficient energy in the waves to account for

observed electron temperature profiles in the ionosphere and that the wave heating
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could be a significant fraction of joule heating for sufficiently strong electric fields
[St. Maurice et al., 1981; St. Maurice and Laher, 1985]. This is especially true if the
wave propagation direction is not exactly perpendicular to the magnetic field.
Other work has focused on anomalous resistivity and diffusion causing conduc-
tivity changes which lead to or are the result of wave heating [St. Maurice, 1987;
Robinson, 1992; Hamza and St. Maurice, 1995; Robinson, 1998]. Some work on
wave particle interactions via a plasmon-electron interaction theory has also been
developed by Robinson [1986]. All these approaches provide mechanisms for wave
heating of the E-region but they are not always sufficiently distinguished in their

predictions to be experimentally validated.

3.4.8 Secondary Wave Generation

Much of the work on heating is based on ideas that have been developed regarding
the generation of secondary waves in the turbulent plasma. The idea, as applied
to the ionosphere, traces its roots back to work with the equatorial electrojet by
Sudan, et al. [1973]. He described a turbulent cascade of energy from long to
short wavelengths where the energy produced by the streaming instability ultimately
heats the plasma and surrounding neutral gas. Some authors have continued in this
vein [Schlegel and St.-Maurice, 1983], while there has been a definite shift toward
considering more restricted three wave interaction theories by others [Kustov et al.,
1988; Sahr and Farley, 1995]. The three wave interaction models address a slightly
different set of questions, primarily considering how irregularities that propagate at

high or low phase velocities can be generated.

8.4.4 Spectral Characteristics

A forward theory capable of predicting irregularity spectral shape would be very

useful. It would allow construction of an inverse problem based on radar observa-
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tions, and the potential extraction of useful ionospheric parameters from a single
coherent scatter radar. It may be too much to hope for such a predictive theory be-
cause many of the effects on irregularity spectral shapes seem to be subtle and hard
to deconvolve. This is especially true when both electric field and density gradient
drifts are of comparable magnitude. Because most of the irregularity observations
are made using radars there are also questions as to what features of the irregularity
spectrum are due to “scattering physics” of the radar signals as opposed to “plasma
physics” of ion-acoustic wave generation and interaction.

There have been a number of attempts to produce models of the spectrum with
varying success [Rosenbluth and Sudan, 1986; Sahr, 1990], while others have concen-
trated on specific characteristics such as the doppler width [Hamza and St. Maurice,
1993b]. The boldest attempt to date has been by Pivovarov et al. [1996] who use
a nonlinear current model to predict spectral shapes and then compare them to ex-
perimental data in an attempt to determine electron drifts and electric fields. This
attempt seems quite promising, with realistic electron drifts and fields being derived
from the experimental data. It is, however, necessary to see this technique applied
to a larger set of data and calibrated using other methods before its predictions can

be used with confidence.

3.4.5 Anomalous Wave Velocities

Many observations of the E-region irregularities have been made in which phase
velocities other than those likely under the linear theory have been observed. These
velocities are either well below or above the nominal ion acoustic speed. The the-
oretical interpretation of the experimental results is often complicated by the fact
that the ion acoustic speed is not known for the majority of radar experiments.
Early work on the low velocity echoes focused on possible electrostatic ion cy-

clotron waves (EIC) [Ossakow and Chaturvedi, 1979; Chaturvedi, 1981; Fejer et al.,
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1984b; Fejer and Providakes, 1987]. However, this theory was later abandoned based
on experimental evidence [Watermann et al., 1989a; Sahr et al., 1991, Watermann,
1994].

Recent theories to explain these anomalous velocities have either focused on
extraordinarily sharp density gradients [St.-Maurice et al., 1994], or three wave in-
teraction theories [Haldoupis et al., 1991; Haldoupis et al., 1993b; Sahr and Farley,
1995]. The predictions of these theories may be testable with sufficiently well de-

signed experiments.

3.5 Simulations

Numerical simulations may be the best hope for developing an in-depth understand-
ing of the many complicated features that the irregularities display. Unfortunately,
because of the molecular ion species in the E-region of the ionosphere, the electron
to ion mass ratio is very large, and this ensures that accurate fluid and particle
simulations are difficult to construct. A summary of simulation and theory for the
E-region irregularities can be found in Janhunen [1995].

Several simulations have been attempted using various approaches, most being
in two dimensions perpendicular to the magnetic field. All of them show some
degree of success in predicting irregularity features [Machida and Goertz, 1988; Jan-
hunen, 1992; Janhunen, 1994a; Schlegel and Theimann, 1994; Oppenheim et al.,
1995; Oppenheim and Otani, 1996; Oppenheim et al., 1996).

3.6 Additional Theoretical Issues

The theoretical work on the E-region irregularities is well developed but stymied.
The simple linear fluid theories are the best understood but do not predict many
important properties of the E-region irregularities. Linear kinetic theories provide

some insight, especially for short wavelengths, but are extraordinarily complicated.
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Nonlinear theories currently make a large number of hard to distinguish predictions
that are not easily testable, and simulations are limited by computing power for the
near future.

If these were the extent of the difficulties it would certainly be enough; however
there are other issues (described below) which have not been addressed to date.
The plasma instabilities in the E-region of the ionosphere form an extraordinarily

complicated system and progress in this field may be slow.

3.6.1 Irregularity Electromagnetic Scattering

A fundamental limitation involved in interpreting data collected by ionospheric
radars is a lack of clear understanding of the irregularity scattering cross-section
and the importance of multiple scatter. These issues increase the difficulty involved
in constructing an accurate theory of irregularity spectral shape; it helps to know
what you are predicting. Some work has been done on the cross-section by Moorcroft
[1985], and the work on multiple scattering by Donovan and Moorcroft [1992] shows
that it may be important for VHF frequency radars at large magnetic aspect angles.

These issues need substantial investigation both experimentally and theoretically.

3.6.2 Wave Generation Mechanisms

Current theories and experiments do not make clear what portion of the plasma
undergoes the transition to instability. They are also not predictive of how this
transition occurs. Do small regions of the plasma go unstable and then decay, or
does the Whole system exceed the instability threshold in bulk?

This is an area that may be best addressed by simulations as it is not clear
that radar experiments can ever resolve the spatial and temporal scales necessary

to answer this question.
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3.6.8 The Importance of Inhomogeneities

Some work on the role of inhomogeneities in the plasma and neutral background
has been done [Huba et al., 1983; Sverdlov, 1988], but how density structures on
multiple scales interact with the turbulent wave field of the irregularities is not
clear. This is an area where high resolution incoherent scatter radar observations
of the E-region prior to the onset of instability might be very useful. By measuring
the position of density inhomogeneities prior to instability onset it may be possible

to experimentally determine their relationship to the irregularities.

3.6.4 Multiple Ion Species and Dusty Plasmas

The E-region of the ionosphere actually consists of two ion species NO* and Of of
similar mass (6% difference) in roughly equal densities. The usual approximation
is to take the mean ion mass and use a single ion species. This removes an ion-
ion acoustic mode from the system that is important when nonlinear wave-wave
interactions occur. I discuss this idea more thoroughly in Chapter 5.

Some other work has been done along these lines for dusty plasmas by Rosenberg
and Chow [1998]. This area of investigation may be very important for understand-
ing the role of meteors in the ionosphere and the role of ion production in irregularity

physics.
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Chapter 4

OBSERVATIONS OF AURORAL E-REGION
IRREGULARITIES

The very first scientific observations of E-region irregularities were reported by
Eckersley [1937). In many ways this initial work was the most impressive to be done
for the next 30 years. Utilizing an early 9.127 MHz commercial transmitter that was
modified to emit pulses, and a receiver situated 19.2 km away in Chelmsford Essex,
Eckersley performed his radar observations. He detected the presence of scatterers
and localized them to between 85-155 km in height using interferometry. His initial
conclusion that the scatter was produced by irregularities or clouds in the E-region
of the ionosphere began a large effort to probe and understand the irregularities

that continues to this day.

Following shortly after Eckersley’s observations, Harang and Stoffregen [1938]
used a 41 MHz system to detect scatter from high altitude reflecting layers at a
height of more than 100 km. This work, which was done with a 50 kW pulse
transmitter located near Tromso Norway is the last significant work on the E-region

irregularities reported prior to World War II.

Beyond the initial disruption of work, the war caused substantial development in
radar technology and the era following it showed an immediate increase in sophisti-
cation. Lovell et al. [1947] reported the first irregularity observations after the war,
simultaneously utilizing both 3 and 106.5 MHz transmitters located at the Jodrell
Bank experimental station. These observations are novel because the 106.5 MHz

observations are the first substantially above the ionosphere’s critical frequency.
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The 1950s saw rise to a number of different programs dedicated to investigating
the irregularities. Forsyth et. al. [1950] established the first of a large series of radars
in Canada, and reported echoes at ranges between 600 and 1000 km in association
with the aurora.

During this early period of investigation it rapidly became clear that at high
latitudes the irregularities were strongly associated with the presence of the aurora.
It was also understood that the scatter occurs when the radio waves were incident
perpendicular to the Earth’s magnetic field. This field alignment is a prominent
feature of the irregularities and many researchers found it difficult to accept that
this condition could be strictly maintained. The work of Harang and Landmark
[1953], using simultaneous 35 and 75 MHz pulse mode radars detected irregularities
at ranges between 300 and 500 km, but not when aurora was clearly visible at

distances of 80 km. Harang and Landmark commented:

It has been assumed that reflezions from an aurora mainly occur when the waves
are incident normally to the direction of the earth’s magnetic field. In this case we
should get no reflezions from the aurorae observed visually in Tromso. But it is
difficult to imagine that this condition is so strictly maintained that the most violent

aurora at 80 km distance does not give the slightest trace of echoes.

Investigations of the irregularities during this early period were mainly confined
to detecting the location of the scatterers. A final bit of sophistication was the
development of the Range Time Intensity plot (RTI) [Bullough and Kaiser, 1954],
where the amplitude of the scattered signal is recorded as a function of range and
time. This technique allowed for the long term monitoring of the irregularities.

The work of Bowles [1954] marked the beginning of a new era with the first
doppler spectra of equatorial irregularities. Bowles utilized a 25.4 MHz radar sys-

tem that was capable of alternating between CW and pulse mode transmission.
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Even with his modest 100 W transmitter power, he was easily able to detect the

irregularities.

McNamara [1955] used a more advanced system in the auroral zone that was
capable of distinguishing between positive and negative doppler shifts. His observa-
tions provided doppler information at 90.7 MHz, along with simultaneous backscat-
ter observations at 50 and 106 MHz. The doppler shifts of the observed irregularities

were reported to be several thousand meters per second.

Several other interesting results round out the end of the 1950s, and the early
part of the 1960s. These works show the beginning of a systematic attempt to

understand the irregularities and their relation to other phenomenon.

An extensive set of observations at 72 MHz was analyzed by Bullough et al.
[1957] to show the close correlation between magnetic disturbances and the appear-
ance of the irregularities. The first UHF observations were begun by Leadabmnd
et al. [1959] and the irregularities were determined to be strongly field aligned by
Bowles [1960]. Extensive backscatter information was also recorded at 41.0 MHz
as part of International Geophysical Year observations, and this data showed a
good correspondence between echo locations and the location of the visual aurora
[Leonard, 1959; Gartlein et al., 1960]. Flood [1960] collected simultaneous observa-
tions at 49.7, 143.5, and 226 MHz and examined the wavelength dependence of the
scatter from the irregularities. This marks the start of the experimental program
at Cornell University that was a powerful complement to the theoretical work be-
ing done there [Booker, 1954; Booker et al., 1955]. The azimuthal distribution of
the echoes was investigated by [Kelly et al., 1961] in Canada, and work by Russian

investigators was also reported [Bagaryatskii, 1961].

Properly this middle period of irregularity investigation was brought to an end by
Bouwles et al. [1963] who determined that the equatorial irregularities were produced

by ion-acoustic waves in the ionosphere. He inferred a similar case for auroral zone
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echoes and this, combined with the theoretical model of Farley [1963a], marks the
beginning of the modern era of irregularity investigation.

An excellent summary of work from these early years can be found in Leadabrand
et al. [1965], where extensive modern observations from Fraserburgh, Scotland at

30, 401, and 800 MHz are also described.

4.1 E-region Irregularity Experimental Radar Observations

Observations of the E-region irregularities have been reported by many investiga-
tors on at least 38 frequencies ranging from 3 MHz to 1.295 GHz (see Table 4.1).
Almost all of these inQestigations have included range information, and most mod-
ern ones include doppler spectra. A few simultaneous multi-frequency experiments
have been done, as have several interferometry experiments. The experiments have
investigated many different aspects of irregularity physics, while at the same time
advancing the state of radar technique.

Modern auroral E-region irregularity investigations have primarily been con-
ducted with VHF and UHF radar systems. For the VHF systems, most observa-
tions have been made at 50 and 140 MHz, while recent UHF observations are usually
made using the incoherent scatter radars currently in operation at their operating
frequencies.

Because of the diverse nature of the radar experiments and the dramatic varia-
tions in ionospheric conditions it is often difficult or impossible to compare different
E-region irregularity experiments in a meaningful and quantitative way. The only
real exceptions to this are common volume experiments where multiple radars ex-
amine a single spatial region simultaneously. Furthermore most of the irregularity
observations have been “event driven” and this may significantly bias our current
understanding of irregularity behavior. Despite the experimental difficulties many

important issues underlying the irregularity physics have been addressed in a rea-
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sonably systematic manner.
New coherent scatter radars are few and far between, and issues such as multiple
scatter, wave-wave interactions, wavelength dependence, and large scale coupling are

difficult to address without a larger scale program of systematic observations.

4.1.1 Irregularity Altitudes

The first reported observations of the irregularities made clear that they were a
phenomenon of the E-region of the ionosphere [Eckersley, 1937]. Two main tech-
niques for ascertaining irregularity altitude exist, the first is to use narrow antenna
beams to localize observations to a particular point in space, and the second is to
use interferometry to effectively synthesize such angular resolution.

Extensive investigations by Leadabrand et al. [1965] and Abel and Newell [1969]
using UHF radars with steerable dishes established clearly that the average height
of the irregularities is near 110 km in altitude. Some observations have put the
peak altitude as low as 103 km [Moorcroft and Schlegel, 1990] and it is likely that
the height is highly dependent on ionospheric conditions.

Other experimenters have used interferometry to investigate the irregularities
and obtain altitude and thickness observations [Timofeev and Miroshnikov, 1982;
Providakes et al., 1983; Ruohoniemi and Moorcroft, 1985; Ierkic et al., 1992). These
observations are consistent with the irregularities being sharply bounded below 95
km and having typical vertical extents of 5-10 km.

Observations of altitude extent with steerable dishes are similar in their conclu-
sions [Schlegel et al., 1990; Foster et al, 1992], although they.observe some altitude
variation as a function of magnetic aspect angle.

There is also some evidence that low velocity echoes are more restricted in
their altitude extent than echoes near the ion-acoustic velocity [Moorcroft and Ruo-

honiemsi, 1987).
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Table 4.1: Radar observations of E-region irregularities

frequency (MHz) range doppler altitude first reference
3.0 yes no no [Lovell et al., 1947]
9.1 yes no yes [Eckersley, 1937]
14.0 yes yes no [Eglitis et al., 1995)
19.0 yes no no [Basu et al., 1974]
30.0 yes yes no [Leadabrand et al., 1965)
35.0 yes no no [Harang and Landmark, 1953]
41.0 yes no no [Harang and Stoffregen, 1938]
42.0 yes yes no [Haldoupis and Sofko, 1979]
46.9 yes yes yes [Providakes et al., 1988]
48.5 yes yes no [McNamara et al., 1982]
49.2 yes yes yes [Providakes et al., 1983]
49.7 yes no no [Flood, 1960]
50.0 yes yes yes (Balsley et al., 1972]
53.5 yes yes yes [Unwin and Johnston, 1981]
55.0 yes no no [Unwin, 1967)
60.0 yes yes no [Koehler et al., 1990]
65.0 yes no no [Ogawa, 1996)
72.0 yes no no [Bullough et al., 1957)
73.1 yes no no [Bullough and Kaiser, 1954]
74.0 yes no no [Harang and Landmark, 1953)
80.0 yes no no [Ogawa, 1996)
83.0 yes no no [Kustov et al., 1993]
90.0 yes yes yes [Timofeev and Miroshnikov, 1982
90.7 no yes no [McNamara, 1955]
99.9 yes yes no [Lind et al., 1999)
106.5 yes no no [Lovell et al., 1947
112.0 yes yes no [Ogawa, 1996]
140.0 yes yes no [Greenwald et al., 1978]
143.5 yes no no  [Flood, 1960]
145.0 yes yes no [Jones et al., 1981]
226.0 yes no no [Flood, 1960)
398.0 yes yes yes [Tsunoda et al., 1974]
400.0 yes no yes [Leadabrand et al., 1959]
401.0 yes yes yes [Leadabrand et al., 1965]
440.0 yes yes yes [Foster and Tetenbaum, 1991]
800.0 yes yes yes [Leadabrand et al., 1965]
933.0 yes yes yes [Moorcroft and Schlegel, 1990
937.5 yes yes yes [Eglitis et al., 1995]
1295.0 yes yes yes [Abel and Newell, 1969]
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4.1.2 Irregularity Amplitudes

Almost all coherent scatter radar observations determine the relative amplitude of
the backscattered pbwer from the irregularities. Some information of this kind has
even been compiled in relatively large statistical surveys of the irregularities [Schlegel
et al., 1986; Shand et al., 1996].

There have, however, been relatively few absolute measurements of the backscat-
tered power due to the irregularities [Schlegel and Moorcroft, 1989; Foster and Teten-
baum, 1991). These observations are generally referenced to the cross-section of the
incoherent scatter floor and are made using incoherent scatter radars.

Sounding rocket observations of the irregularities have been made in coordination
with radar observations. The rocket experiments are able to measure the absolute
level of the density fluctuations in the E-region irregularities. These fluctuations are
typically between 5-15% of the total plasma density in a disturbed E-region.

Unfortunately, it is very difficult to relate the backscattered power directly to the
irregularity density perturbations. This is primarily due to complications produced

by the scattering of the radar signals by the irregularities.

4.1.8 Spectral Types

The spectral type nomenclature was first introduced by Balsley and Ecklund [1972).
In their studies of the E-region irregularities they found that there were three main
types observed.

Type-1 irregularities are generally thought to be the wave mode corresponding
most closely to that produced by the linear two stream instability. They tend to
have high amplitude, narrow spectral width, and velocities near the ion acoustic
speed.

The Type-2 mode is a very common, low amplitude irregularity type, that has

broad spectral width. It is generally believed to be the result of a turbulent cascade
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from long to short wavelengths and is observed to occur over a large range of flow
angles.

Type-3 spectra have a unique history among the irregularities. These radar
returns have narrow spectral width, high amplitude, and velocities substantially
below the ion acoustic speed. Type-3 echoes are difficult to explain using current
theories and much effort has been expended in attempting to explain them. For a
complete discussion of these theories see Haldoupis et al. [1995a)].

A fourth type of irregularity, named Type-4, has been observed and categorized
[Haldoupis, 1989]. These irregularities have narrow spectral width, large amplitudes,
narrow distribution around the electron drift direction, and velocities that seem to
always be near 1000 m/s [Haldoupis et al., 1991).

Several other types of irregularitiés have been proposed but have yet to gain
wide acceptance in the community [Tanaka et al., 1990; Kunitake et al., 1993).

In many ways the type nomenclature for the irregularities is actually mislead-
ing. It is also not supported well by statistical distributions of the irregularities
[Sahr and Fejer, 1996). It is certainly true that many coherent scatter radar obser-
vations of the irregularities can be classified as one of the types if your definitions
are flexible enough. There is, however, no clear physical definition of the different

types and there are no distinct boundaries between them.

4.1.4 Watermann Distributions

Comparisons between radar systems are problematic as many have very different
resolutions, sensitivities, significantly different operating modes, wildly divergent
geometries, and insufficient agreement about the shape of the irregularity auto-
correlation function. A more useful approach than the type nomenclature is the
Watermann distribution [ Watermann et al., 1989d].

In a Watermann distribution, the number of observed spectra for a given phase
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velocity and irregularity spectral width are plotted using fits from a presumed model
for the irregularity spectral shape. An example of such a distribution is shown in
Figure 4.1 for about 60,000 fitted spectra from the 50 MHz CUPRI radar system
[Sahr and Fejer, 1996].

4.1.5 Aspect Sensitivity

Perhaps the most investigated property of the irregularities is the sensitivity of the
irregularity scattering cross-section to the the angle between the irregularity wave
vector and the Earth’s magnetic field.

The E-region irregularities were observed very early to be extraordinarily field-
aligned (i.e. their scattering cross-sections are only large when the irregularity wave
vector is perpendicular to the Earth’s magnetic field) . The alignment is so dramatic
that some early authors conceived of alternate explanations for their observations
than field aligned scatter [Harang and Landmark, 1953].

The work of Bowles [1960] with equatorial E-region irregularities showed defini-
tively that the irregularities were in fact extraordinarily field aligned, and it was
inferred that those in the auroral zone were similar.

Many experiments have been undertaken to investigate the aspect sensitivity of
the irregularities. Some of the initial work by McDiarmid [1972] estimated a sensi-
tivity of 1.3-1.5 dB/deg at 50 MHz. Other observations by 50 MHz radars in Canada
also show less aspect angle dependence than the typical 10 dB/deg expected from
theory and experiment [Haldoupis et al., 1986; Haldoupis et al., 1987; Watermann
et al., 1989b).

This is substantially different from the measured values at other frequencies.
Indeed Moorcroft and Schlegel [1990] found a 6 dB/deg dependence between 5.8° -
7.6° at 933 MHz, and Foster et al. [1992] measured aspect sensitivity that varied
smoothly between 15 and 7 dB/deg over a range of 0 to 9 degrees at 440 MHz.
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Figure 4.1: The Watermann distribution of E-region irregularities from the Cornell
University Portable Radar Interferometer (CUPRI), a 50 MHz pulse mode radar
system (Sahr 1999, personal communication). The plotted data is from the ERRRIS-
2 experiment conducted in northern Scandinavia in 1989 [Pfaff, et al., 1992].
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Waldock et al. [1985] found sensitivity between 0 and 10 dB/deg depending on
the absolute intensity of the backscatter in a statistical study of STARE data, while
Koehler et al. [1985a] in a similar study of Canadian 50 MHz VHF data found that
aspect angle was not well correlated with other phenomenon and that the spectral
characteristics were strongly dependent upon it.

It is generally thought that the low values of aspect angle sensitivity and the
variability in the measurements of the 50 MHz data sets is due to ionospheric re-
fraction effects [Uspensky and Williams, 1988; Moorcroft, 1989; Watermann, 1990].
These are negligible above about 70 MHz, and so the aspect angle sensitivity be-
tween 7 and 15 dB/degree found by the UHF radars is the more likely value. This
does not however explain the STARE data which was taken at 140 MHz and so
further experiments at intermediate wavelengths will be necessary to determine the
frequency dependence of the aspect angle sensitivity. |

A number of experiments have also shown a substantial dependence of the ir-
regularity phase velocity on the aspect angle [ Tsunoda, 1976; Nielsen, 1988; Moor-
croft and Schlegel, 1990; Foster et al., 1992]. There is also some evidence that
the most intense irregularities are also the most narrowly confined in aspect angle

[Foster and Tetenbaum, 1991].

4.1.6 Flow Angle Sensitivity

A complement to aspect angle sensitivity is a dependence of irregularity properties
on flow angle. This is the angle between the flow of the electrons that drives the
two stream instability and the incident radar signal. In general a cosine rule is
expected from linear theory for waves near zero flow angle. Some observations seem
to support this [Foster et al., 1992], while others show velocities that are lower then
expected [Nielsen et al., 1983].

It is more difficult to examine flow angle effects due to the radar geometries
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that are involved. As such they have not been as well investigated as aspect angle
sensitivity.

The multi-static nature of the STARE radar lends itself to analysis of flow angle
effects. Nielsen et al. [1984] and Haldoupis et al. [1984] both examined the spectral
dependence on flow angle for STARE data. They find that there is substantial
variation of the spectrum with flow angle, with narrow type 1 spectra at up to 60
degrees from the electron drift direction. At larger angles broader less stable spectra
are observed.

Kustov et al. [1997] utilized two orthogonal 50 MHz CW radar beams to examine
type-2 spectra at large magnetic aspect angles. Periodic electron flow direction
changes allowed the observation of an asymmetry in the observed spectra that had
the same sign as the mean doppler shift perpendicular to the flow.

Flow angle effects need to be investigated further as there are theoretical in-
dications that the maximum growth rate of the irregularities may occur at slight
angles to the flow [Janhunen, 1994a; Janhunen, 1994b; Oppenheim et al., 1996). It
is also possible that non-linearly excited wave modes may propagate at large angles
to the flow direction [Oppenheim et al., 1995] and several of the wave-wave inter-
action theories predict preferred directions for the generation of secondary waves

[Sahr and Farley, 1995).

4.1.7 Instability Threshold Conditions

One of the most important predictions of the linear theories of the E-region irregu-
larities is the existence of an instability threshold. In the E-region ionosphere this
threshold is essentially the ion-acoustic speed. When the electron drift velocity ex-
ceeds this acoustic speed, small perturbations in the plasma can grbw into waves
which derive their energy from the electron flow and then propagate away from the

instability region.



95

In most cases in the E-region ionosphere a combination of an ambient electric
field and density gradients creates the drifts that generate the instabilities. In radar
experiments there is usually a focus on the electric field necessary to drive the plasma
unstable.

Most of the early work associated with the instability threshold was done using
the 398 MHz Chatanika incoherent scatter radar in Alaska [T'sunoda and Presnell,
1976; Moorcroft, 1979]. Thresholds ranging from 20 to 30 mV/m were observed
using this system.

More recently Kustov et al. [1989] has investigated the instability threshold
using the STARE radar system. Interestingly the observations show a threshold
of 5-15 mV/m, with a substantial increase in fluctuations above 15 mV/m. This
is below the value typically associated with the instability threshold and this is
attributed to unresolved microstructure (relative to the low spatial and temporal
radar resolution) in the plasma causing “threshold spreading.” Some work has also
shown that, near the instability threshold, sudden increases in the electron density
can cause the onset of the irregularities [Kustov et al., 1993).

The instability threshold condition is another area where more definitive mea-
surements can be made. In particular a coherent scatter radar capable of deriving
the convection with relatively high resolution might resolve the microstructure that
may be confusing the STARE threshold measurements. Another important exper-
iment would be simultaneous coherent and incoherent scatter measurements of the
same volume. This could allow the effect of density gradients to be deconvolved

from that of the electric field.

4.1.8 Saturation Velocity

The linear fluid theory predicts a linear relation between the phase velocity of the

irregularities and the electron drift velocity. In all cases so far observed there is a



56

saturation velocity where increased electron drift does not lead to higher wave phase
velocities.

This saturation velocity, in most cases, appears to be near the ion acoustic
speed in the plasma [Moorcroft, 198(_); Nielsen and Schlegel, 1985; Haldoupis and
Schlegel, 1990]. Such a saturation is consistent with nonlinear theoretical models
and simulations, although it is not predicted by the linear theory.

In observations by Foster and Tetenbaum [1992] phase velocities as high as 700
m/s have been observed. The saturation is still near the ion acoustic speed, but
that speed is higher due to elevated electron temperatures. Work by Prikryl et al.
[1995] shows that higher electron temperatures can indeed lead to higher saturation

thresholds, and this is consistent with the idea of C; as the limiting speed.

4.1.9 Spectral Shape

The irregularity spectral shapes measured by many experimental observations show
a rather diverse character. The early spectral observations of the irregularities
showed the predominance of two main spectral types [Balsley and Ecklund, 1972;
Balsley et al., 1972; Greenwald et al., 1975a; Greenwald et al., 1975b; Greenwald
et al., 1975c]. Powerful narrow spectra (Type-1, Type-3) generated by the two
stream instability and much weaker broad spectra (Type-2) thought to be produced
by a turbulent cascade from long to short wavelengths. |

Double peaked spectra [Haldoupis and Sofko, 1979] have been reported once and
long discrete echoes are observed equatorward of the electrojet for low electric field
strengths [Haldoupis and Nielsen, 1986]. Other work has shown that the spectral
shape is aspect angle dependent with broad spectra being predominant at large flow
angles [Nielsen et al., 1984; Koehler et al., 1985al.

Some larger studies of irregularity spectral shape have been conducted. Schlegel

et al. [1986] examined 77,000 STARE spectra and found that few of the weak broad
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spectra were detected. FEglitis et al. [1995] did a comprehensive comparison of
spectra between three radars PACE (14 MHz), SABRE (144 MHz), and COSCAT
(937.5 MHz). This study found type-1 like irregularities had minimum width near
the ion acoustic speed with the mean scattered power going down as the width
increased. Interestingly the type-2 like irregularities had minimum widths near 0
m/s but their scattered power went up with increasing width.

The lack of a predictive theory of spectral shape has limited the ability of coher-
ent scatter radars to extract useful physical parameters from the observations. Work
by Pivovarov et al. [1996] attempted to use a spectral shape prediction model to
fit data and determine the electric field and electron drift motions. This effort was
fairly successful on the limited data set to which it was applied, but it is doubtful

that it would work well in less constrained circumstances.

4.1.10 Irregularity Energy Dissipation

Energy dissipation by the irregularities is a very important problem that has not
been addressed in a comprehensive manner by experiments. Observations such as
that by Schlegel and St.-Maurice [1981] showing ionospheric temperatures near 110
km of 1200 K cannot be easily explained using a classical heating process and are
probably the result of plasma wave heating.

Work by Haldoupis et al. [1993a] using both incoherent (EISCAT) and coherent
(STARE) scatter measurements of a common volume during anomalous E-region
electron heating events shows that irregularity backscatter is always present during
heating events. Further there may be an electric field threshold for substantial
electron temperature increases of 40 mV/m.

There has also been a curious observation by Robinson et al. [1998] during
an RF heater experiment where the electron temperature was reduced between

100 - 115 km when the heater was activated. This may be explainable in terms
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of induced E-region irregularities transporting energy away from the heating zone
or alternatively by the temperature being ill-defined for strongly non-Maxwellian
plasma distributions.

How the irregularities dissipate energy on a large scale, and what impact this
has on the larger magnetospheric current systems has not been well addressed ex-

perimentally.

4.1.11 Seasonal and Solar Cycle Dependence

Long term observation observations using coherent scatter radars have been rela-
tively rare with some systems only running for short periods. Most work has also
focused on understanding irregularity generation mechanisms and the underlying
instability plasma physics. There have been some efforts to examine the seasonal
and solar cycle dependence of E-region irregularity occurrence using coherent scat-
ter radars [Hultquist and Egeland, 1964; Ogawa, 1996]. The results of these studies
have been consistent with known seasonal and solar cycle effects on geomagnetic
activity and ionospheric electric fields.

There has also been work by Shand et al. [1996] on irregularity amplitudes over
a solar cycle which showed a solar cycle dependence for the westward electrojet
but not the eastward electrojet. Other potential dependencies, such as spectral

characteristics and velocities have not been examined to date.

4.2 Other Experiments

There have been several novel experiments involving coherent scatter radar observa-
tions that deserve mention. Keys [1970] used a balloon borne X-ray detector under a
VHF radar beam at Slope Point New Zealand. He showed that particle precipitation

was not the direct cause of the radar echoes.
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Hagfors et al. [1971]) compared radar data to satellite measurements of particle
fluxes. This work found that strong echoes were coincident with proton precipitation
but not electron precipitation.

Finally, the boldest experiment of all was by Forsyth and Fulford [1979] where a
radar was placed on a sounding rocket and used to observe ion acoustic waves that

had a phase velocity of 380 m/s.

4.2.1 Rocket Experiments

Sounding rockets have been used to probe the auroral E-region of the ionosphere
since the 1960s [McNamara, 1969). Sounding rocket borne instrumentation is very
useful for its ability to provide in situ measurements of ionospheric parameters.
Direct measurements of E-region electric fields, plasma density, and density fluctu-
ations can be made using appropriate instruments. In particular, sounding rockets
are the only way in which the absolute level of E-region irregularity density fluc-
tuations are known. These density fluctuations can be as large as 5-15% of the
background plasma density. Sounding rockets have shown that the phase speeds
and directions of the irregularities are consistent with radar observations, that fine
altitude structure exists on scales from 100 m to several kilometers, that the irreg-
ularities are strongly field aligned, and that threshold electric fields are around 20
mV/m. There is also evidence that instabilities with wavelengths as short as 35 cm
can be excited in the E-region [Margot and McNamara, 1991].

A brief summary of sounding rocket observations can be found in Sahr and Fe-
jer [1996] and a more comprehensive discussion is in Pfaff [1986]. The observations
made by sounding rockets are consistent with the radar observations but it is often
difficult to compare the two. Several experiments have been done where simulta-
neous observations of the same volume have been made by sounding rockets and

coherent scatter radars [Pfaff et al., 1992; Rose et al., 1992]. The results from
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these experiments have not substantially shifted ideas regarding the irregularities

and their observation using radar.

4.2.2 Laboratory Ezperiments

There have been some attempts to study the Farley-Buneman instability in the
laboratory. These begin with D’Angelo et al. [1974] who used a cesium plasma de-
vice in an attempt to generate the instability. D’Angelo found that the plasma
perturbations were strongly elongated along the magnetic field lines of the de-
vice, and he was able to measure the wave vector spectrum of the perturbations
[D’Angelo et al., 1974]. This experiment also showed that the power at a given

wavelength obeyed a power law

P(k)=k7P (4.1)

where 8 = 3.5 — 3.8. Other work has attempted to simulate equatorial electrojet
conditions obtaining 8 = 2 — 3.5 [John and Sazena, 1975]. In a novel experiment,
Alport et al. [1981] attempted to understand the Bragg backscatter by scattering
3 cm waves in an experimental device. Finally, Kustom et al. [1985] showed that
increases in the electric field above the instability threshold increase the power level
of the fluctuations but don’t change the spectral shape, which he found to have
B = 3.5.

Laboratory experiments to understand the irregularities have gone out of fashion.
This is probably due to the limited degree of comparison that is possible between
the laboratory devices and the ionosphere. It is very difficult (if not impossible)
to create true ionospheric conditions in a laboratory device. The E-region consists
of low temperature plasma that is relatively pure in its composition. It is also not

clear that the physics should scale correctly between the devices and the E-region
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Chapter 5

A THREE FLUID MODEL FOR AURORAL E-REGION
IRREGULARITIES

A fundamental assumption underlying the evaluation of fluid and kinetic theories
for the E-region irregularities is that a single ion species can be used. This is certainly
a good approximation to first order as NO* and OF are similar in mass (30 and
32 amu respectively). The resulting theories predict two modes, one the growing
Farley-Buneman mode and the other strongly damped.

In general there has been little work on the role that different ion species play
in the electrodynamics of the E-region irregularities. The theory is complicated
to start with and most effort has been directed toward understanding the effect of
non-linear terms on irregularity behavior. These non-linear theories have not been
particularly successful at explaining the full range of irregularity radar observations.

Understanding the role of multiple ion species may provide the insight into the
radar observations that is missing from current theories. A fluid model that includes
two ion species instead of the normal one is a reasonable starting point for under-
standing the role of multiple ion species in the formation and evolution of E-region
irregularities. I focus on a plasma composed of electrons, NO*, and OF because

this is the typical composition of the E-region ionosphere.

5.1 The Relation to Type-3 Irregularities

The power spectra produced by VHF radar has resulted in a type nomenclature

which loosely categorizes a spectrum using its mean doppler velocity and doppler
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width. This categorization is generally based on the morphology of the echo and its
evolution in time. Distinctions between different echo types are not always clear.
In many cases the observed echo properties are not easily explained by the linear
irregularity theories. The Type-2, Type-3, and Type-4 irregularities all fall into this

category.

In evaluating the three fluid model I will focus on comparisons to Type-3 irreg-
ularities. These irregularities are the least understood of irregularity types. The
initial work on Type-3 echoes by Fejer et al. [19845] identified their properties and
proposed an interpretation in terms of scatter from electrostatic ion cyclotron waves.
This EIC hypothesis enjoyed nearly a decade of favor before being invalidated ex-
perimentally [ Watermann et al., 1989a; Sahr et al., 1991]. A good review of the rise
and fall of the EIC hypothesis is given by Watermann [1994].

The demise of the EIC hypothesis leaves a large body of experimental observa-
tions without adequate explanation. Three main theories have been advanced to
explain the Type-3 echoes, the first by Haldoupis et al. [1992] explains the Type-3
echoes in terms of the presence of a destabilizing plasma density gradient. A similar
approach was also taken by St.-Maurice et al. [1994] using sharp density gradients
at the boundaries of discrete optical arcs and a non-linear two stream turbulence
model. The second approach suggested by St.-Maurice et al. [1994] involves a non-
linear wave-wave coupling which produces secondary waves corresponding to the
Type-3 echoes. This approach has also been pursued by Sahr and Farley [1995]
who produced a detailed three wave coupling model. The third model suggested
by Shalimov and Haldoupis [1995] relies on a new instability generated when the

electron temperature is strongly elevated relative to the ion temperature.

An excellent summary of the observations and theory concerning the Type-3
radio aurora can be found in Haldoupis et al. [1995a]. As noted in his review,

more work is needed on the models to explain all the observations and the existing
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experimental results are not sufficient to select a paiticular model as being the most
likely explanation for the Type-3 radio aurora. Further, designing experiments to
test the proposed models may be difficult because most of the theories rely on some
form of non-linear mode coupling which implies the necessity of radar observations

at multiple wavelengths and scattering geometries.

5.2 Two Ion Species

To date all theories that attempt to explain the radar observations of echoes in the
auroral E-region have made the simplifying assumption of a single ion species. The
consequence of this approximation is that several modes of oscillation are removed
from the system. These modes result from the presence of the two ion species and
their different masses. By retaining the two ion species in the derivation of a fluid
model for the auroral E-region it is possible to examine the behavior of the plasma

for different parameter variations.

The single ion assumption seems justified in the E-region because the two prin-
ciple ion species are NO* and OF. These species are present in roughly equal
density and have very similar masses of 30 and 32 amu respectively; a single mean
ion species of 31 amu is often assumed in linear fluid theories. This approximation
simplifies the mathematics greatly and allows for the derivation of an analytical
solution that explains the observed phase velocities and instability thresholds of the
Type-1 echoes. Applying the linear three fluid model to NO* and OF does not
produce a new growing wave mode. However, it is a useful endeavor because it
highlights potential paths for the non-linear coupling of energy between waves and

the ultimate dissipation of energy in the system.
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5.3 Three Fluid Dispersion Relation

A full analytic derivation of the three fluid dispersion relation is given in Appendix A.
The derivation begins from the fluid equations appropriate for an E-region plasma
and follows a linear perturbation approach. The resulting wavelike solutions give a
dispersion relation that is composed of a density response function for each species
in the plasma. By using Gauss’ law the system of equations can be closed and the

resulting dispersion relation is written below.

_ wﬁa _ w,i-z n w,?e —0
—k2V2 +witivw  —kVE Wit ivw  —iverZ(w — kVy) + k2V2

(5.1)

1

This is equation A.31 in Appendix A and is the dispersion relation for a one di-
mensional system. The parameters wyi;,wpiz, and wy,e are the plasma frequencies
associated with each species while Vj;1, Vi, and V;. are the thermal velocities. We
will also be assuming that the electrons and ions are isothermal so that v = 1. V}
is the electron drift that creates the instability and this term is determined by the
electric field. The collision frequencies v, and v; are for collisions with the neutral
background gas. The irregularity wavenumber is given by k, while the frequency is
given by w. The geometry of this system is shown in Figure 5.1 and is appropriate

for the northern auroral E-region.

Any new wave modes that result from equation 5.1 will result from differences
in the ion plasma frequencies (i.e., the species inertial response to perturbation), or
from differences in the thermal velocities. In evaluating the system I will assume that
the ion temperatures are identical (T;; = T;; = T;) and this reduces the difference
in the thermal velocities to a mass dependence. This is a reasonable assumption

because collisions with the neutral background gas should maintain temperature
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Figure 5.1: The geometry used for the one dimensional three fluid model. In the
model the perturbations are assumed to be constrained to the § direction, the am-
bient electric field is in the £ direction, and the magnetic field is downward in the
—2 direction. This configuration is appropriate for the northern auroral E-region

ionosphere.
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equilibrium on time scales shorter than one second. Because radar observations have
integration times at least this long, any effects from ion temperature differences are
not likely to be recognizable in the observations.

In order to understand the meaning of the three fluid dispersion relation it is
useful to solve equation A.31 for the frequency response w in terms of the wave
vector k. The result is a fifth order polynomial in w. This is equation A.32 and
the expanded form is the most tractable for numerical root finding. By solving
for the real and imaginary portion of w with an assortment of possible ionospheric
parameters five wave modes are revealed. These modes are summarized in Table

5.1, where C,3 is an ion-ion acoustic mode velocity.

[ ko(Tir + Tia)
Cy3 = | ——M— = 5.2
53 mi + Mo ( )

Table 5.1: An overview of wave modes predicted by the three fluid theory.

wave mode characteristic velocities typical growth or damping

mode 1 V4 electron drift velocity growth for V4 > C,
mode 3, Cs3 weakly damped
mode 3, —C3 weakly damped
mode 4, positive high velocity strongly damped
mode 4,, negative high velocity strongly damped

The most relevant wave modes are those that are growing or weakly damped. Grow-
ing modes in the system will form waves that are likely to be observable by radars
or sounding rockets, and weakly damped modes may have energy coupled into them
by non-linear processes such as wave-wave interactions. The weakly damped modes
may be important for dissipating energy accumulated by the growing modes, es-
pecially when the damping rate is comparable to the growth rate of the growing

modes. Strongly damped modes are not likely to be excited by any process and in



68

general I do not focus on mode 4, and mode 4,.

5.8.1 The Model Ionosphere

To evaluate the three fluid model in as realistic a manner as possible it is necessary
to have an ionospheric model. In order to provide all the parameters necessary I have
combined output from three models: the International Reference Ionosphere (IRI-
95), the Mesosphere Stratosphere Incoherent Scatter Model with E-region (MSIS-E-
90), and the International Geomagnetic Reference Field Model (IGRF). The models
were evaluated for August 27, 1998 at 10:00 UT at a location of 60° N latitude and
120° W longitude.

5.8.2 Model Parameter Sweeps

The three fluid model is evaluated for a given set of model parameters by numer-
ically finding the roots of equation A.32. The root finder sometimes gets a bit
confused, especially when solutions cross, and gaps in the model parameter sweeps
are produced by the exclusion of these glitches.

In most cases the real portion of this equation is divided by the wave vector k
in order to convert it to a phase velocity. The imaginary portion is not divided and
simply gives the growth rate. When varying a parameter to determine the response
of the system the other parameters are set using the ionospheric model at an E-
region altitude of 110 km. The normal wavelength the irregularities are evaluated
for is 1.5 m, the wavelength observed by the Manastash Ridge Radar system. The

ion acoustic speed at this altitude is 372 m/s for the model parameters.

Drift Velocity

Figure 5.2 shows the phase velocity response to variations in the electron drift veloc-

ity. Mode 1 responds as is expected from two fluid theory with a linear relationship
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Phase Velocity for Drift Velocity Sweep, 110 km E-region
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Figure 5.2: The phase velocity predicted by the three fluid model for variations in
electron drift velocity.

between drift velocity and the phase velocity. Mode 3, has a positive phase velocity
that is independent of the drift velocity, while mode 3,, has a matching negative
phase velocity. The phase velocity of mode 3, and mode 3,, is significantly below
the local ion acoustic speed and corresponds to that predicted for an acoustic mode
between the two ion species. It is in the range that would be expected for Type-3

irregularities.

Examining the growth rate versus drift velocity in Figure 5.3 shows that mode
1 is damped until the drift velocity exceeds the ion acoustic speed and the growth
increases with increasing drift. Mode 3, and 3,, have the same growth rate and are
moderately damped at this altitude.

The damping of the mode 3 solutions is probably too large to allow the mode to

grow due to non-linear mode coupling. Any energy coupled into this mode would

be rapidly dissipated without wave growth under these particular ionospheric con-
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Growth Rate for Drift Velocity Sweep, 110 km E-region
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Figure 5.3: The growth rate predicted by the three fluid model for variations in
electron drift velocity.

ditions.

Wavelength Dependence

Irregularity wavelength is another fundamental parameter of the system. It is di-

rectly related to the wave vector by the standard relation.

k=— 5.3

. 53)
The phase velocity wavelength dependence is shown in Figure 5.4. Typical irreg-
ularity wavelengths observed by radars are between 1 and 3 m. Here the mode 1
phase velocity does not have any significant wavelength dependence and this is again
consistent with the results from two fluid theory predictions.

The mode 3 solutions have an interesting wavelength dependence with the 3,
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Phase Velocity Wavelength Dependence for 110 km
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Figure 5.4: The phase velocity predictions for variations in irregularity wavelength.

and 3,, modes ceasing to propagate for sufficiently long wavelength. The wavelength
where the mode 3 solutions join shows a distinct altitude dependence (not shown)

and goes to longer wavelengths at higher altitude.

Figure 5.5 shows the growth rate variation with wavelength. Mode 1 shows the
unrealistic growth at short wavelengths that is characteristic of fluid models. The
lower wavelength limit of these models is set by the ion mean free path and from

kinetic theories is established to be at about 1 m.

The mode 3 solutions shows the complementary behavior of the equation with
the mode degeneracy being opposite that of the phase velocity solution. Although
mode 3, becomes weakly damped at long wavelength its wave frequency has gone
to zero in this region and so it is not likely that any energy could be coupled into

the mode at large wavelengths.
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Growth Rate Wavelength Dependence for 110 km
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Figure 5.5: The growth rate predictions for variations in irregularity wavelength.

Ion Mass

In examining the dependence of the three fluid model to ion mass I am only going to
explore conditions that are reasonably realistic for the E-region ionosphere. To do
so I hold one ion to be NO* and allow the other ion to vary in mass. This represents
a background ionosphere in which half the plasma is another ion species that has
been deposited. One way for this to occur is the disintegration of a meteorite and
the three fluid theory may be applicable to such situations. The system’s behavior
may be more interesting for other combinations of masses but investigating the full
range of plasma compositions is beyond the scope of this work.

Figure 5.6 shows the phase velocity dependence of the three fluid model as the
mass ratio of the ions is varied. Here the mode 1 is independent of the ion mass,
being set by the electron drift velocity. In actual radar observations the Type-1
velocity would show variation as the ion acoustic speed varies, but the linear fluid

theory is not able to predict this effect.
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Phase Velocity for Mass Ratio Variation at 110 km
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Figure 5.6: Model predictions of the phase velocity for variations in the ratio of
the ion masses. One ion species, NO7, is held fixed while the mass of the other is
varied.
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Growth Rate for Mass Ratio Variation at 110 km
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Figure 5.7: Model predictions of the growth rate for variations in the ratio of the ion
masses. One ion species, NO™, is held fixed while the mass of the other is varied.

The mode 3 phase velocities vary strongly in response to the ion mass variations.
At the lower mass ratio limit the phase velocity approaches the ion acoustic speed
C,. If the mode 3 waves could be excited in the plasma, their phase velocity could

be a good indication of the ion mass ratio of the plasma.

Figure 5.7 shows the growth rate variation with ion mass ratio. Here mode 1
shows a significant variation as the increase in ion acoustic speed causes the mode
to be damped as the mean mass of the plasma becomes smaller. In a corresponding

fashion the growth becomes stronger as the mean mass increases.

The mode 3 growth rates appear to be largely independent of the ion mass ratio,
especially when the second ion is more massive than NO*. A satisfying result is
that the mode 3 solutions join the mode 1 solution when the second ion mass goes

to zero. This implies that these modes disappear as we go to a single ion plasma.
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Phase Velocity for Electron Density Variation at 110 km
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Figure 5.8: Phase velocity predictions for variations in the electron plasma density.
The ion plasma density is varied to maintain quasi-neutrality assuming a 50-50 mix
of both ion species.

Plasma Density

In varying the plasma density I proceed by varying the electron density and using
quasi-neutrality to set the ion density. Figure 5.8 now shows modes 4, and 4,,
because these modes now cross the solutions for the other modes and they are
highly dependent on the electron density. The phase velocity of mode 1, mode 3,,
and mode 3,, is independent of the electron density. This is not surprising as the
mode 1 velocity is dominated by the electron drift velocity and the mode 3 velocities
are determined by the ion masses.

The mode 4 velocities are interesting and become very large (10 km/s) in the
region of realistic E-region densities between 10% and 106 electrons per cm?. These
modes appear to be fast electron plasma waves that are strongly damped in the

E-region.
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Growth Rate for Electron Density Variation at 110 km
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Figure 5.9: Growth rate predictions for variations in the electron plasma density.
The ion plasma density is varied to maintain quasi-neutrality assuming a 50-50 mix
of both ion species.
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Phase Velocity for Ion Fraction Variation at 110 km
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Figure 5.10: The phase velocity predictions for variations in the fraction of one ion
species relative to another. The lack of variation points to a possible flaw in the

model.

Examining the growth rates in Figure 5.9 clarifies that the mode 4 waves are
at best moderately damped at low electron densities. It is highly unlikely that
this mode is ever important in the E-region. The growth of the mode 3 waves is
independent of the electron density, and the mode 1 wave shows a transition to
damping when the electron density is low enough. Electron density variations over
realistic E-region will not produced changes in irregularity behavior unless they are

accompanied by variations in other parameters.

Ion Fraction

Figure 5.10 shows the effect of varying the fraction of OF relative to NO™*, while
holding the total ion density constant. The mode 3 phase velocities have only a

slight dependence and mode 1 is independent of this variation.



78

Growth Rate for Ion Fraction Variation at 110 km
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Figure 5.11: The growth rate predictions for variations in the fraction of one ion
species relative to another. The lack of variation points to a possible flaw in the
model.

The growth rates of modes 1, 3,, and 3,, are shown in Figure 5.11 and are
independent of the ion species fraction. This is not particularly surprising for mode

1 which should be unaffected so long as the total ion density remains the same.

What is surprising is that the mode 3 waves do not respond to the fraction of
one ion species relative to the other. In fact, I would expect the mode to disappear
completely as the fraction goes to zero. This indicates that the model may have a
problem with how it is incorporating the ion density. The most probable cause is the
simplification of a single ion neutral collision frequency. When this is combined with
the fact that the collision model [Schunk and Nagy, 1980] does not take account of

ion density variations it could produce the observed lack of variation.
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Phase Velocity for Electron Temperature Variation at 110 km
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Figure 5.12: Model phase velocity predictions due to electron temperature varia-
tions.

Electron Temperature

The phase velocity variation with electron temperature is shown in Figure 5.12 and

mode 1, 3,, and 3, are all independent of T..

The independence of mode 1 is not surprising because the linear fluid theory
does not incorporate phase velocity effects due to changes in the ion acoustic speed.
The mode 3 waves are clearly produced by ion-ion inertial effects with ion-electron

effects not being well modeled by the linear theory.

The growth rate dependence is shown in Figure 5.13 and the change in acoustic
speed as the electron temperature increases clearly shows a transition at the drift
velocity. Vj; is set to 410 m/s in this model run, and this is where mode 1 stops

growing. The growth of the mode 3 waves is clearly independent of the electron

temperature.
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Growth Rate for Electron Temperature Variation at 110 km
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Figure 5.13: Model growth rate predictions due to electron temperature variations.

Ion Temperature

The situation for ion temperature variations is quite different. The phase velocity
variation is shown in Figure 5.14 and again mode 1 is independent of the variation
in T;. The mode 3 phase velocities are strongly dependent on the ion temperature.
Variation in temperature can produce a range of possible velocities that is compara-
ble to the whole range of irregularity velocities observed by coherent scatter radars.
Thus if one of the mode 3 waves were to be excited it might not be possible to

distinguish it from a mode 1 wave by phase velocity alone.

The growth rate variation is shown in Figure 5.15 and here the growth of the
mode 3 waves is independent of temperature. Ion temperate is an equal contributor
to the ion acoustic speed so the mode 1 wave behaves exactly as it did for electron

temperature variations. As the acoustic speed exceeds the drift velocity, the mode

1 wave stops growing.
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Phase Velocity for Ion Temperature Variation at 110 km
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Figure 5.14: The phase velocity variations due to the ion temperature sweep.

Growth Rate for Ion Temperature Variation at 110 km
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Figure 5.15: The growth rate variations due to the ion temperature sweep.
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Phase Velocity for Electron Collision Frequency Variation at 110 km
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Figure 5.16: The phase velocity predicted by the model for variations in the electron-
netural collision frequency.

Electron Collision Frequency

The effect of electron collision frequency variation in Figure 5.16 show that the mode
3 waves are independent of this parameter. Mode 1 shows a transition in phase
velocity to roughly the ion acoustic speed as the collision frequency increases to the
point where the electrons become demagnetized. This is essentially a statement that

the streaming instability has stopped because there is no longer a Hall drift.

This is reflected in the growth rate as can be clearly seen in Figure 5.17. Here
the peak mode 1 growth is just prior to the transition to moderate damping. It is
very interesting that this damping level is the same as that maintained by the mode
3 waves. This implies that as the electron streaming instability shuts off it is the

ions that become most important in the plasma dynamics.
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Growth Rate for Electron Collision Frequency Variation at 110 km
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Figure 5.17: The growth rate predicted by the model for variations in the electron-
neutral collision frequency.

Ion Collision Frequency

By now it is clear that we should expect the ion neutral collision frequency to play
an important role in the mode 3 waves. Figure 5.18 demonstrates that this is true
for the phase velocity.

Here the mode 3 waves merge to zero phase velocity for sufficiently large collision
frequency due to the wave frequency going to zero. The mode 1 wave is strongly
effected by the increased ion-neutral collision frequencies although as can be seen
from Figure 5.19 this variation occurs once mode 1 becomes damped.

The mode 3 waves also show a dramatic variation in growth rate with ion neutral
collision frequency. Here we finally see that there are conditions for which both mode
3, and 3,, are weakly damped. Interestingly this is outside the collision frequency
range that is most associated with the growth of mode 1 irregularities. There are

some complications with this particular parameter sweep as the root structure is
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Phase Velocity for Ion Collision Frequency Variation at 110 km
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Figure 5.18: The model predictions of the phase velocity variation for a sweep of
the ion-neutral collision frequency. The mode 1 velocity varies substantially as the
ion-neutral collision frequency increases.
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Growth Rate for Ion Collision Frequency Variation at 110 km
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Figure 5.19: Model predictions of the growth rate variation for a sweep of the ion-
neutral collision frequency. The mode 3 growth rates becomes weakly damped at
high and low collision frequencies.
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Phase Velocity Altitude Profile for a Model E-region
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Figure 5.20: The phase velocity predictions of the three fluid model for an altitude
sweep through a model ionosphere.

complicated for the root finder to resolve. At high collision frequencies it is also

notable that mode 3, is less damped than mode 1.

Model E-region Altitude Sweep

The last evaluation of the three fluid model involves sweeping over altitude. In
many ways the altitude sweep is very similar to the ion collision frequency variation
above. Figure 5.20 shows the altitude dependence of the mode 3 velocities with the
degeneracy into positive and negative going modes just below 105 km. The phase
velocity of the mode 1 wave also varies significantly towards the bottom of the E-
region and this is another possible explanation for the Type-3 irregularities. This
variation is primarily due to the increase in ion-neutral collision frequency.

Figure 5.21 again shows similar results to the ion-neutral collision frequency

plots. Here the mode 3 waves are strongly damped in the central E-region where



87

Growth Rate Altitude Profile for a Model E~region
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Figure 5.21: The growth rate predictions of the three fluid model for an altitude
sweep through a model ionosphere.

the mode 1 waves are expected to grow. Only at high and low altitude does the
growth rate of the mode 3 waves become weakly damped. Mode 3, which propagates
in the same direction as the drift velocity does not appear to grow at low altitudes,
and while mode 3,, has a weakly damped growth rate the phase velocity in the lower

E-region is zero. It is likely that if energy can be coupled into either mode 3, or 3,,

it will be in the upper E-region.

5.4 A Brief Interpretation

The three fluid model reveals interesting behavior for both mode 1 and mode 3
waves. The mode 1 wave clearly behaves in a similar manner to the traditional two
stream instability that is derived from two fluid theory. This mode is an ion-electron
acoustic mode that derives its growth under conditions of strong electron drift. The

phase velocities in the lower E-region diverge greatly from the electron drift velocity



88

V; that is the normal speed predicted by two fluid theory. The range covered is
sufficient to explain the observations of Type-3 waves for somewhat enhanced mode
1 growth. The controlling parameter for these lowered phase velocities appears to

be the ion-neutral collision frequency.

Interpretation of the mode 3 waves is more problematic. The mode behaves
as a damped ion-ion acoustic mode and even obeys the expected acoustic velocity
relationship C,3 at high altitudes. This mode might have positive growth rate for
a differential drift between ion species but it is difficult to see how such a selective
drift could occur in the E-region. The mode 3 waves are clearly always damped
and so will not arise from the linear theory of the instability. It may be possible to
couple energy into these modes from strong mode 1 instabilities through nonlinear
wave-wave interactions. I have not shown that this can occur and the three fluid
system is complicated enough without nonlinearities being introduced. This is a

potential direction for theoretical investigation.

It is also not clear that this mode can generate electron density perturbations
that are observable with radar. This would depend on the relative phase relationship

between any ion perturbations and I have not evaluated this relationship here.

The mode 3 waves may be important for dissipation of energy from mode 1
instabilities, especially at upper E-region altitudes. Modes of this type may also
be important in situations where the ion composition of the E-region ionosphere
has been substantially modified by deposition of other ion species by meteors. One
possibility for detecting the presence of mode 3 waves is to observe their response
to ion temperature enhancements but not to electron temperature enhancements.
This would require very high time resolution with a coherent scatter radar and an

independent measure of ion and electron temperature in the scattering volume.
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5.5 The Production of Type-3 Waves

Perhaps the most fundamental observed property of the Type-3 radio aurora is the
existence of a preferred phase velocity between about 150 and 250 ms™!, this is well
below the nominal ion acoustic speed in the region. This preferred velocity is clearly
shown in work done with the Cornell 50-MHz CUPRI radar [Fejer et al., 1984b;
Providakes et al., 1985; Providakes, 1985; Fejer and Providakes, 1987; Sahr, 1990;
Sahr et al., 1991], as well as in results from STARE 140-MHz measurements [Hal-
doupis and Nielsen, 1989a; Haldoupis et al., 1992]. The narrow doppler widths of the
spectrum also imply a resonant like production mechanism [Haldoupis et al., 19954).

As I have demonstrated with the three fluid model, it may be possible to produce
mode 1 waves having an appropriate velocity for conditions of enhanced ion-neutral
collision frequency. Collision frequencies of between 10° and 108 should be sufficient
to produce the full range of observed velocities. This implies that the Type-3 wave
is simply the Type-1 wave under different and somewhat rarer conditions. A di-
rect test of this hypothesis is to measure the ion-neutral collision frequency while
simultaneously observing Type-3 radio aurora with a coherent scatter radar. Such
an experiment may be possible with the combination of a coherent scatter radar
and incoherent scatter or sounding rocket observations. This is probably a difficult

experiment to perform.
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Chapter 6

RADAR METHODS FOR OBSERVING E-REGION
IRREGULARITIES

E-region irregularities occur at altitudes too high for balloon borne payloads and
too low for direct satellite observations. To date the primary observations of the
irregularities have been from a relatively small number of sounding rocket flights

and a somewhat larger collection of radar observations (see Table 4.1).

6.1 The Coherent Scatter Radar

The primary radar technique for observing the irregularities is termed “coherent
scatter” for the way in which the scattered radar signals sum in-phase (or coherently)
at the receiver. Coherent scatter radars take advantage of the large radar cross
section presented by the irregularities (for certain geometries) to make observations
using relatively modest radar systems.

By making observations using radar it is possible to observe the spatial structure,
velocities, spectral shapes, and amplitudes of the irregularities. At the present
time it is difficult to relate these observations to more physical parameters, as a
model capable of accurately predicting even the full range of observed velocities and
spectral shapes has not been successfully developed.

This is in contrast to the technique of “incoherent” scatter in which the Thom-
son scatter from thermal fluctuations of the ionospheric plasma is well understood.
However, this lack of a comprehensive understanding of coherent scatter, combined

with the importance of the irregularities to the physics of the larger magnetospheric
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Figure 6.1: The coherent scattering geometry in the northern hemisphere. Here a
radar system illuminates the E-region ionosphere from the south. Irregularities in
the E-region will scatter the radar signal allowing their detection. The auroral zone
can move north and south somewhat due to changing ionospheric conditions.

environment, makes them interesting to study.

6.2 Theory of Observations

The geometry of a typical coherent scatter radar experiment is shown in Figure 6.1
for the case of auroral E-region irregularities. The radar system is sited several
hundred kilometers equatorward of the auroral zone, looking poleward. Radio sig-
nals are transmitted into the ionosphere where they can scatter from the E-region
irregularities. This scattered signal is then detected by the radar and is greatest
when the radar signal is nearly perpendicular to the Earth’s magnetic field.

Figure 6.2 shows the volume scattering cross-section of E-region irregularities
relative to that of incoherent scatter. The large cross-section allow the irregularities

to be observed with relatively low power radar systems.
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Figure 6.2: The cross-section of the irregularities is strongly anisotropic relative to
the Earth’s magnetic field and very large compared to the cross-section for incoher-
ent scatter.

The scattering cross section of the irregularities falls off rapidly (10-15 dB per
degree) away from perpendicular, and most coherent scatter radars are not sensitive
enough to detect the irregularities at large aspect angles. Measuring the aspect angle
dependence of the irregularities is most easily done using incoherent scatter radars
because the large transmitter powers and high antenna gains make these systems

extraordinarily sensitive.

6.2.1 Radar Technique

In general a radar transmits a signal that is scattered from a target or medium where
there are inhomogeneities in the dielectric constant e. These inhomogeneities may be
due to aircraft, plasma density irregularities, or even thermally excited fluctuations
in ionospheric electron densities. This signal propagates to the target, is scattered,

and then at some later time the return signal is received by the radar system. The
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signal strength at the end of this process is much lower because it has propagated a
great distance, moving spherically outwards. Assuming a narrow-band signal, this

process is described by the radar equation

_ BG,G, N0

= W RR (61)

Pr

which relates the power transmitted to the power received in terms of the transmit
and receive antenna gains G and G,., the system wavelength ), the scattering cross-
section o, the distance traveled from transmitter to target R;, and from target to
receiver R,. The radar system performs the detection of the scattered signal in
the presence of noise that is a combination of thermal background noise and that

generated by the radar receiver. The noise power is given by

Pnaise = FkasysB (62)

where F is the receiver noise figure, and B is the receiver bandwidth. The received
power must exceed the noise power (usually after additional signal processing) in
order for the scatterer to be detected. This is usually defined as the signal to noise

ratio (SNR)

Pr

SNR =
Pnoise

(6.3)

before signal processing, and when the SNR is large a scatterer is directly detectable.
In many cases the detection of a particular target of interest is more complicated
than is implied by this basic approach. Often scatter from more than one targets may

be simultaneously received by a radar. This “clutter” contribution is not actually



94

noise, but it can prevent the detection of a signal of interest.
One approach to studying a geophysical target using a radar system lies in
estimating the autocorrelation function of the target as a function of range [Sahr

and Lind, 1997). Assuming stationarity this is given by

Ry (r,7) = (o(r,t)0*(r,t — T)) (6.4)

where ¢ is the target scattering amplitude at time t and range r, and 7 is the
correlation lag variable (which through a Fourier transform can be related to the
doppler shift of the target). For a transmitter signal x(t) and a scattering amplitude

o(r,t), the received signal is given by

y(t) = /0 "t ~r)o(F,t— Ddr (6.5)

where the scattering amplitude of the target o(¢,r) is defined in time-like units for
a time ¢ and a range cr. The estimation of the target autocorrelation function

proceeds from the cross-correlation of the transmitted and received signals,

oz =7/ ; y(B)z* (t ~ r)y* (¢ ~ T)a(t — 7 — 7)dt (6.6)

where the estimate is an average over a time period T. By evaluating the expected
value of the cross-correlation (Q(}, 7)) is is possible to estimate Ry, (7, T), although
this can be complicated in practice.

In order for the estimation process to be useful, it is also necessary that the

variance in the estimator be small. The variance is given by computing
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Var(Q) = (|- < @ >[*) = (QQ") - Q@* (6.7)

and it is directly dependent on the characteristics of the transmitter waveform z(t)
and the target scattering amplitude o(¢,7).

Different waveforms can be designed for detecting a particular type of target. Of-
ten these transmitter signals are designed to minimize the variance in the estimates
of the target’s autocorrelation function and maximize the probability of detecting
the target. In other cases it is desirable to accept limitations that allow the signal to
optimized for the measurement of a particular parameter such as range or doppler

shift.

6.2.2 Radar Resolution

Radars attempt to localize scatterers in time, range, azimuth, elevation, and velocity.
A radar will have a resolution associated with each of these parameters. In many
cases a particular radar system may not measure one or several of these variables.
For example, many radars for irregularity research do not measure velocity.

The ability of a radar system to resolve a target in range, velocity, and time is
directly related to the nature of the waveform that is transmitted. The self ambiguity
of the transmitter signal is one way to evaluate the range and velocity resolution of

a radar waveform. It is computed by

X(r,v) = /_ " aft)a(t - D) (6.8)

o0

and represents the “blurring” that is produced by the radar waveform z(t). Fig-

ure 6.3 shows the self ambiguity for single pulse of the type that might be transmitted
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Pulse Self Ambiguity : 1 ms pulse at 100 MHz
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Figure 6.3: The computed self ambiguity of a 1 ms pulse at 100 MHz. A single pulse
provides a broad ambiguity that does not localize targets particularly well.

by a traditional pulse mode radar.

The more “compact” the self ambiguity of the transmitted waveform, the better
its ability to localize a target in range and velocity. An ideal radar has a delta
function like self ambiguity, localizing a target to one particular point in range-
velocity space.

Radar waveforms that produce compact self ambiguity are known as pulse com-
pression methods because they attempt to shape the transmitted signal so that the
self ambiguity is localized in range, velocity, or both. Examples of pulse compression
techniques include Barker codes, pseudo noise sequences, and random codes. These
techniques are largely beyond the scope of this work but details can be found in
Skolnik [1990].

Figure 6.4 shows the self ambiguity of a random waveform. Random waveforms
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Random Code Self Ambiguity (0.125 sec)
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Figure 6.4: The computed self ambiguity of a random sequence for 0.125 seconds
of data with a 4 us baud length. The ambiguity is very compact and thus random
codes make good radar waveforms.

have very compact ambiguity and have been used in planetary and atmospheric
radar experiments [Hagfors and Kofman, 1991; Sulzer, 1986]. They have the addi-
tional property of being completely alias free in range and velocity and so are also
an example of an “overspread” radar technique. It is only recently that the com-
putational power has become available to make random codes feasible for regular

use.

6.2.8 The Bragg Scattering Condition

For E-region irregularities the incident (¢z), scattering (s), and return (rz) wave
geometries must satisfy an energy (fiw) and momentum (%ik) conservation relation

in order for a significant return signal to be present.
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Multistatic Scattering Geometry
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Figure 6.5: The Bragg scattering geometry is shown for multistatic and backscatter
geometries. The periodic density perturbations of the E-region irregularities forms a
scattering lattice for the incident transmitter signal k;;. The scatter occurs obeying
energy and momentum conservation and results in a signal that returns to the
receiver k., coherently.
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Wiz = Wrg + Wy (6'9)

Kiz = kg + ko (6.10)

This is often referred to as a Bragg scattering geometry, and is shown in Figure 6.5.
The particular radar experiment determines the radar wave vector and frequency,
the locations of the transmitters and receivers determine the geometrical relationship
of the wave vectors, and nature determines if a scattering wave vector satisfying the
relationship exists. Most radars are have their transmitters and receivers in one

location (monostatic) and the scattering geometry is constrained by

k”; = _kta: (611)

which is just the condition for backscatter. The scattering wave vector k; is then

constrained to be

Kk, = 2Ky, (6.12)

and this makes the wavelength of the scatterer half that of the transmitted radar
signal. Other wavelengths can be probed with either different transmitter signals or
different transmit-receive geometries.

The analogy to Bragg scattering in a crystal lattice occurs due to the successive

plasma density enhancements and rarefications that are associated with the ion



100

acoustic waves of the E-region irregularities, which in a sense form a scattering
lattice. In reality the transmitter wavelength and radar geometry select a particular
spatial Fourier component of the ion acoustic wave field for observation, so the

analogy is not exact.

6.2.4 Irregularity Bandwidth and Aliasing

The irregularities are most often seen at distances between 300 and 1000 km, with
most doppler velocities near the ion acoustic speed of the E-region (typically around
370 m/s). For a 100 MHz radar system, and the highest velocity irregularities, this
corresponds to a doppler bandwidth typically on the order of 3 kHz. When the
product of a radar target’s range extent and doppler bandwidth exceeds the speed

of light the target is said to be overspread [Skolnik, 1990].

AfAr >c (6.13)

For such targets traditional periodic pulse mode radar measurements will be aliased
in either range or doppler shift. This is the case for VHF observations of auroral
electrojet irregularities and as a result many observations to date have had significant

aliasing problems in either range, velocity, or both.

To produce unambiguous measurements of the target’s autocorrelation function
it is necessary to use methods that directly address this aliasing problem. These
“overspread” radar techniques utilize transmitter waveforms that are carefully struc-

tured to allow ranges and velocities to be uniquely determined by the correlation

function.
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Figure 6.6: The typical irregularity classification scheme that is used by coherent
scatter radars consists of four irregularity types. The division into these classes is
useful for discussing observations but is poorly motivated.

6.3 Typical Radar Observations

The radars which make coherent scatter observations of ionospheric irregularities
form a diverse group. These radar are so diverse that inter-comparison of the radar
observations has proven very difficult. Most comparisons of auroral irregularity
radar observations have preceded from an ill defined phenomenological classification
scheme, an interpretation of which is shown in Figure 6.6. Unfortunately, this
scheme is not really so well-defined as the figure implies, and it means different
things to different people.

The irregularity type classification scheme can be assigned physical significance
in a somewhat ad hoc manner. The type-1 wave is most often considered to be the
fundamental ion acoustic mode that is generated by the two stream instability in the
ionosphere. It has relatively narrow spectral width, large amplitude, and is observed

to propagate in the drift direction of the electrons at or near the ion acoustic speed.
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Type-2 waves are a form of relatively low amplitude scatter that is thought to
be formed by a cascade of energy longer to shorter wavelengths. These waves have
very broad spectral widths, and a wide range of propagation velocities below the
ion acoustic speed.

The type-3 wave has a relatively colorful history, it was originally believed to
be an electrostatic ion cyclotron wave. However, after a more than a decade it was
proven experimentally that this explanation was unlikely. Type-3 waves are ob-
served to propagate with doppler shifts well below any realistic ion acoustic speed,
but with high amplitude and narrow spectral width. The current trend is to ex-
plain them using strong density gradients or nonlinear wave-wave interactions, but
these theories are difficult to test and none of them have been conclusive in their
predictions.

Type-4 waves have extraordinarily large amplitude, narrow spectral widths, and
are thought to be produced either by extremely sharp density gradients, a heated
ionosphere with elevated ion acoustic speed, or both processes in some combination.
These echoes are extremely rare and have not been observed by all coherent scatter
radar systems. .

Recently there have been attempts to develop a more rational classification sys-
tem for the irregularities. The Watermann plot examines the Doppler velocity of
the irregularities versus their spectral width. Despite difficulties involved in defining
a theoretically optimal definition of irregularity spectral width this is a promising

approach.

6.4 Typical Operating Configurations

Contemporary coherent scatter radar systems used for observing the E-region ir-
regularities typically operate on frequencies of 50 MHz or 140 MHz, primarily due

to limitations on the available radio wave spectrum imposed by communications
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regulating authorities (FCC). Transmitter powers on the order of 30 kW with duty
cycles of a few percent are common, leading to average transmitter powers on the
order of a few kilowatts.

There is diversity in the waveforms transmitted by these systems, but three
major categories have been used. Pulse mode monostatic radars such as CUPRI
[Providakes et al., 1983], double pulse multistatic radars like STARE |[Greenwald
et al., 1978), and the CW multistatic radars such as SAPPHIRE | it Koehler et al.,
1995b].

There does, however, appear to be a recent trend towards multistatic systems
that utilize much higher duty cycles and which exploit transmitter signals appropri-

ate for overspread radar targets [Popple et al., 1997; Moorcroft and Schlegel, 1990).
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Chapter 7

THE MANASTASH RIDGE RADAR

The use of passive radio techniques is a growing trend in ionospheric radio sci-
ence. VLF beacon broadcasts have been used for many years to observe lightning
related signatures [Pasko and Inan, 1994], and more recently to detect the occur-
rence of red sprites, blue jets, and the auroral electrojet [Cummer et al., 1996]. GPS
and other satellite borne signals have been exploited, through networks of ground
based receivers, to perform ionospheric tomography and produce large-scale maps
of ionospheric total electron content [Fremouw et al., 1992; Leitinger et al., 1997;
Ruzhin et al., 1998]. HF radio broadcasts also been used to detect and study trav-
eling ionospheric disturbances [Beley et al., 1995].

So far these techniques have been of relatively low resolution, averaging over
large regions of space or large periods of time. Indeed, the signals that have been
exploited so far are neither the most predominant nor the most powerful man made
signals that are present in the environment. Commercial broadcasts are ubiquitous
AM radio, FM radio, Television, and most recently Digital Television, occupy a
large portion of the radio spectrum. These broadcasts are among the most powerful

signals transmitted for any purpose.

7.1 Passive Radar Systems

Passive radar is a new technology that exploits the presence of powerful commu-
nications signals in the environment. By intercepting these signals and the echoes

from interesting scatterers it is possible retrieve alias free range and doppler infor-
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Figure 7.1: A typical passive radar system is shown for a multistatic configuration.
The commercial FM broadcasts are intercepted to provide a reference signal. Scatter
from the irregularities is then detected in a radio quiet environment created by
favorable topography.

mation of extraordinarily high quality. Radar systems which operate in this manner
have many benefits, especially for scientific applications. They are compact, low in
cost, and have high resolution in range, velocity, and time. They use ambient sig-
nals to exploit wavelength regimes that are unavailable to conventional active radar
systems. The transmitters, FM radio and Digital Television stations, are operated
independently of the passive radar and are maintained, serviced, and paid for by
their operating interests. In many locations there are a large number of independent
transmitters operating on a variety of frequencies and having high average output
power. Because passive radar systems have no transmitter they are also inherently

low in emissions and safe to operate.

7.2 Overview of the Manastash Ridge Radar

The Manastash Ridge Radar system is the first example of a passive coherent scatter

radar for observing E-region irregularities. This multistatic passive radar system
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Figure 7.2: The Manastash Ridge Radar consists of two coherent digitizing re-
ceivers. The receivers and digitizers are synchronized using the global positioning
satellite system. Data, is transfered over the Internet to a central location where it
is processed using a cluster computer.

utilizes a single FM radio station that provides a transmitter signal of opportunity.
This radar is the first passive radar developed for any use outside of aircraft tracking
and other military applications [Howland, 1994; Griffiths et al., 1992].

A simple overview of the radar system is shown in Figure 7.2. Two receivers
are synchronized in time and frequency using the Global Positioning System. The
reference receiver located on the University of Washington campus intercepts the
signal that is initially transmitted by an FM radio station in the Seattle area. The
FM radio signal propagates into the ionosphere, where for the appropriate near
backscatter geometry, it scatters from E-region irregularities and is ultimately de-
tected by the remote receiver. The remote receiver is located at the Manastash
Ridge Observatory in eastern Washington State, USA.

By cross-correlating the transmitted signal z(t) with the scattered signal y(t),

it is possible to make true radar observations [Sahr and Lind, 1997]. For FM radio
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signals these observations have high range, time, and velocity resolution [Hansen,

1994; Hall, 1995].

7.2.1 Radar Field of View

Figure 7.3 shows the view volume of the Manastash Ridge Radar. The radar is
located in the northwest United States with a field of view over Canada. The
arrow indicates the direction of magnetic north toward which the remote antenna
is aligned. The beam width of the main antenna lobe is indicated by the solid lines.
Two sets of lines are shown, one for the 6 dB log periodic antenna, and one for
the 14 dB yagi. The transmitter and receiver locations are shown along with range
indicators spaced at 200 km intervals. Contours of magnetic aspect angle are plotted
to indicate the likely scattering volume.

The 90° aspect angle contour corresponds to the multistatic backscatter geom-
etry that is most favorable for the detection of the irregularities. Because of the
highly field aligned nature of the irregularities scatter from non perpendicular mag-
netic aspect angles is significantly attenuated. A typical value is 10 dB/deg, and
this ensures that any echoes detected by the radar are likely to be within 1° of the
backscatter contour due to the system'’s limited sensitivity. It is also likely that the
current radar system is limited in its ability to observe irregularities located to the
east of the remote receiver location. This is due to the presence of the Cascade
mountain range in that direction. These mountains may prevent the radar from

making observations at low elevation angles in that direction.

7.2.2 Properties of FM Radio Signals

Commercial FM broadcast stations typically transmit their signals between 88 and
108 MHz in frequency. The stations encode a stereo audio signal into a constant

amplitude frequency modulated signal. Typical stations broadcast 30 - 100 kW of
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Figure 7.3: The view volume of the Manastash Ridge Radar in the Pacific Northwest.
The transmitter and receiver sites are indicated on the diagram along with circles of
multistatic range at 200 km intervals. The arrow points in the direction of magnetic
north and the solid lines indicate the typical beamwidth of the antenna systems. The
inner lines correspond to the +14 dB Yagi antenna, while the outer lines represent
the +6 dB Log Periodic antenna. Contours of magnetic aspect angle are shown on
the diagram with the 90° contour indicating the multistatic backscatter geometry.
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Figure 7.4: The structure of an FM radio signal is complicated due to stereo mod-
ulation and optional data sidebands. The pilot carriers are suppressed and most of
the signal energy is carried in the central channel.

effective radiated power over a bandwidth of about 200 kHz with channel spacings
on the order of 200 kHz but allocated about 800 kHz apart in the same geographical
regions.

Prior to modulation the stereo audio signals are in the range of 10 Hz to 15 kHz.
These audio signals are encoded into a central L+R channel with a signal between
50 Hz and 15 kHz which is suitable for a monaural receiver. Two suppressed pilot
carriers are generated at 19 kHz and the second harmonics of these carriers at
38 kHz form the center for the L-R channels that encode the stereo modulation.
These stereo channels range from 23 kHz to 53 kHz. Data subcarriers (SCA) may
also be transmitted with their modulation between 53 kHz and 75 kHz. Frequency
modulation is then applied with a modulation index of about 2.0. This results in
a L+R modulated signal between 100 Hz and 30 kHz, a suppressed 38 kHz pilot
carrier, L-R stergo signals between 46 kHz and 106 kHz centered on 76 kHz, and
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IQ Plot for 99.9 MHz FM
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Figure 7.5: Plotting the inphase (I) and quadrature (Q) components of a received
FM radio signal. The circle results from the constant amplitude (modulus) nature
of the FM signal and the spread in the circle is due to variations in the transmitter,
multi-path scatter, scattered targets, and receiver imperfections.

SCA channels between 106 kHz and 150 kHz [FCC 47CFR73.322, 1998).

The net result of this process is that audio information is non-linearly spread
across a much larger bandwidth. Because this signal is unique over time scales
longer than about 10 us the FM radio signal is essentially a CW random code that
forms a unique pattern in frequency and time.

Random codes make good radar signals although at the expense of a large signal
processing burden. They have been used in radio astronomy by Hagfors and Kofman
[1991] and suggested for incoherent scatter radar [Sulzer, 1986].

Using a receiver with quadrature sampling to preserve phase information, the
FM radio signal can be plotted in the inphase (I) and quadrature (Q) plane and
this is shown in Figure 7.5. The constant amplitude nature of the CW FM radio
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Power Spectral Density for 99.9 MHz FM
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Figure 7.6: An FM radio power spectrum for 5 seconds of integration on 99.9 MHz.
For long integrations the signal often appears to have a roughly Gaussian shape.

broadcast is immediately evident from the circular appearance of the IQ plot. The
width of the circle is related to variations in the received signal strength. These
may be due to multi-path propagation, variations in the transmitter signal, receiver
flaws, and scatter from targets.

Figure 7.6 is the power spectrum of a typical FM radio station in the Seattle
area. The power in the signal is distributed in a roughly Gaussian manner around
the central transmitter frequency.

This spectral character varies substantially with time as can be seen in Figure 7.7.
Spectra are plotted as a function of time here and the signal power has strong

variation in bandwidth as the signal is modulated. The consequence of this is that

the quality of the FM radio signal as a radar waveform varies substantially from

moment to moment.
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Figure 7.7: The FM radio spectrum versus time for 1 second of data. Substantial
variation in the FM radio waveform creates the unique pattern that makes the signal

work well for radar applications.
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MRR Self Ambiguity 8-27-1999 at 02:41:32 UT (10 sec)

N

1000 35
30
500 25
g 20
2 dB
3 15
s B10
-500 ‘
~1000
-5
-10

RGN

-300 —200 100 100 200 300

Figure 7.8: The self ambiguity of an FM radio signal for 10 seconds of integration.
The globally compact ambiguity strongly resembles that of a random code and
allows targets to be localized in range and velocity.

The self ambiguity of the FM radio signal shown in Figure 7.8 is very similar to
that of a random code under most circumstances. There is some variation in the
character of the ambiguity as the transmitter signal varies, and this variation is most
pronounced when the bandwidth of the transmitter signal falls significantly for long
periods of time. For example, it becomes badly distorted when the radio station
broadcasts silence. The consequence of the reduced signal bandwidth is substantially

reduced range resolution and distortion of the transmitter self ambiguity.

Some stations also transmit FM radio sidebands that contain information such
as elevator music, stock quotes, and traffic information. These sidebands cause the
ambiguity function computed from FM radio signals to depart from its nearly ideal
delta function character. In particular they result in symmetric structures offset in

frequency and range around the central self-ambiguity peak. These structures are
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usually 30 dB or more below the central peak and their effect can be mitigated by

appropriate signal processing,.

7.2.3 FM Radio Signal Variance

When using FM radio signals to detect targets it is important to have some idea of
how good the signal is for making estimates of the target auto-correlation function.
In order for these estimates to be useful the variance of the estimator must be small.
An evaluation of this variance for a Gaussian FM radio signal model is discussed
in Sahr and Lind [1997). The approximate form of the resulting variance for over-

spread targets is

AQ a.cf TP2
V 14 57— 7.1
\/ aCfR 2’0) (71)

where @ is the estimate of the target autocorrelation function, T is the integration
time, T,s is the target correlation time, T is the target range extent (in time like
units), R, is the zero lag power at a given range, and P is the typical power. This
essentially states that the uncertainty in the estimate is inversely proportional to
the number of independent samples subject to the effects of the clutter. The clutter

contribution can be suppressed through incoherent and coherent integration.

The variance in the estimates produced by the radar appear to be on the order of
30% - 50% depending on the integration time of the radar. The major complication
in making a stronger statement about the FM radio signal variance is that real FM
radio signals are not the Gaussian ideal. The signals have significant structure and
can vary greatly in time. This can lead to changes in the quality of the estimator

during the course of an observation.
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7.2.4 The Challenges of Passive Radar

In order to utilize signals intercepted from the environment as radar signals, there
are many problems that must be adequately addressed. The most basic condition is
that suitable signals must be present in the region that is to be observed. For much

of the world FM radio signals are broadcast continuously with high transmitter

powers.

Synchronization

It is necessary to synchronize the receivers in the system so that the phase relation-
ship between the receivers does not vary rapidly relative to the delay and doppler
resolution that needs to be resolved. For a doppler resolution of 1.5 m/s at a fre-
quency of 100 MHz, it is necessary to synchronize the system to 1 Hz in 100 MHz or 1
part in 108. The initiation of data taking and the sampling must also be coordinated
so that the digitized signals can be aligned accurately for processing.

The Manastash Ridge Radar utilizes the global positioning system (GPS) to
providing the timing signals that stabilize its oscillator, sampling clock, and data
acquisition trigger. Using GPS it is relatively easy to obtain synchronization of 1

mHz at 100 MHz for all portions of the system.

Dynamic Range

Dynamic range is the ability to resolve a weak signal in the presence of a stronger
one. It is necessary for any radar intercepting signals in the environment to be able
to detect the signal scattered by a target in the presence of noise, interference, and
clutter. This signal is usually very weak and so the radar system must have a large
dynamic range.

In most radar systems, dynamic range is achieved in time by turning off the

transmitter and receiving the scattered signals on a quiet channel. In passive radar
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the signal that is intercepted is often broadcast continuously. This forces the system
to be able to detect the scattered signal in the presence of a strong signal on the
same channel. For FM radio this dynamic range requirement is on the order of 100
dB. Such dynamic range is extraordinarily difficult to achieve using a traditional
monostatic radar system.

In the Manastash Ridge Radar an alternate approach is taken to achieving dy-
namic range. A multistatic geometry is used where the dynamic range is achieved by
separation in distance and the exploitation of favorable topography. By locating a
reference receiver in Seattle, the transmitter signal can be intercepted by the radar.
This signal is strongly attenuated by distance and the Cascade mountain range as
it travels to the remote receiver located at the Manastash Ridge Observatory near
Ellensburg Washington.

Because FM radio is a continuous wave (CW) signal it illuminates potential
clutter sources at all times and delays. This produces a strong clutter signal in
the remote receiver. Ground clutter can be clearly observed by its characteristic
zero doppler velocity. In the Manastash Ridge Radar ground clutter is especially
evident due to the visibility of Mt. Rainier at both the transmitter and receiver
site. This large mountain is the strongest scatterer detected by the radar during

most operations.

Data Transport and Management

The collection, transport, and management of data produced by a radar system
is not a trivial issue. The Manastash Ridge Radar generates approximately 500
Ksamples sec™! receiver~! in its basic operating mode. For the unpacked 12 bit
samples (in 16 bit words) this corresponds to 1 Mbyte sec™! receiver~!. Because the
system is multistatic this data must be moved to a central location for processing

over a distance of 150 km.
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The remote receiver is located in a region selected both for convenience and
its relative lack of strong radio interference. The Manastash Ridge Observatory is
located 10 km from the nearest urban center. A 500 Kbit/sec microwave communi-
cations link serves to connect the observatory to the Internet and this link is used
to transport the data from the remote site to the University of Washington. The
data collection rate exceeds the available bandwidth and the result of this is that
either data acquisition must happen with at most a 6% duty cycle or the data must
be compressed by at least 20:1.

Currently the system operates in a low duty cycle mode, although some experi-
ments with data compression have been attempted (using 1 bit sampling). There is
good evidence that rather aggressive compression schemes produce usable results,
with ratios as high as 40:1 [Gidner, D. private communications]. It is also possi-
ble to use coherent averaging to reduce the bandwidth of the received signals and
thus limit the subsequent data rates at the receivers. This requires sufficient signal
processing power at all receiver sites.

Once the data has been processed it must be examined for the presence of in-
teresting targets. Currently this is not automated and is rather time consuming.
To accurately detect and record “interesting” events a sufficiently robust algorithm

must be developed to recognize the presence of irregularities in the radar output.

Signal Processing and Computational Burden

All of the data collection, management, transport, and processing takes significant
computational power. In fact, radar system designs can easily be formulated to
utilize any conceivable amount of computational power available in the foreseeable
future. This is the real cost of utilizing the passive radar technique. Moore’s law
makes this price less painful to pay.

The basic signal processing algorithm of a passive radar system is the discrete
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computation of the ambiguity function [Sahr and Lind, 1997]. This is given by

x [5:7] = D2 vltla"lt - rly’ft — lloft — r 7] (7.2)

where x [g,r] is the target correlation function as a function of range, r is the
delay variable, 7 the lag variable, and the summation is over time t. The reference

transmitter signal is given by x[t] and the remote detected signal is given by y[t].
A large computational gain can be obtained by reorganizing the computation in

terms of a “detected” signal
yalt;r] = yltla*[t - 7] (7.3)
which can then be coherently averaged when the scattering amplitude of the target

varies more slowly than the transmitter signal. This decimation step gives

N-1
YX[tgr] = Z yz[tq + t; 7 (7.4)

t=0

where N is the number of consecutive samples to average. The correlation then

becomes

X [-’23 T] = Y Y X[ty Y X*[ta = 737] (7.5)

This computation is over a finite set of delay and lag offsets, corresponding to the

desired range-doppler extent of the radar data. The actual evaluation of this four
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correlation can be performed in either the time or frequency domains.
The computational complexity of the Fourier transform evaluation of the corre-

lation in the time domain is

O(Ry, Noy M) = Nd+Mf [R.NaM; + RoMjlogs(M)) + RM;]  (7.6)
where N, is the number of consecutive samples that are decimated, R, is the sample
rate, and My is the Fourier transform window length (in samples). The computa-
tion is dominated by its first term R,NyM;. This is the decimation or “coherent
integration” step, and optimizations can be made by building fast decimators or
limiting the sample rate. For radar sample rates of R; = 250,000 samples per sec-
ond, decimation of Ny = 256 samples, and Fourier window lengths of M; = 512
samples, the computation burden per range is about 107 operations for one second

of data (ops). Evaluation of a typical range extent of 2500 ranges requires on the

order of 10'° ops.

7.3 Radar Capabilities and Performance

Passive radar using FM radio signals as transmitter waveforms of opportunity is not
a weak compromise in order to avoid having a transmitter. The performance of a
passive radar system is extraordinarily good. Available transmitter power is large,
the range and velocity resolution are superb, the time resolution is excellent, and
the system is sufficiently sensitive to make useful geophysical observations.

The only component of the ideal radar that is missing is large antenna gain on
the transmit side, but for E-region irregularity studies this is not necessary and the
wide illumination pattern provides the opportunity for observing large regions of

the ionosphere.
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7.3.1 Radar Sensitivity

The greatest current limitation of the Manastash Ridge Radar system is its clutter
limited dynamic range. Though no absolute calibration of the radar’s sensitivity
has been performed, it is clear that the system is limited at all delay and lag offsets
by ground clutter and self correlations between the system receivers.

The strongest irregularity signatures observed have been about 15 dB above the
clutter floor, while the strongest ground target (Mt. Rainier) is at about 30 dB
with the antenna directed toward it. Significant improvement should be possible

with more antenna gain, improved receivers, and clutter rejection methods.

7.8.2 - Radar Range Resolution

The range resolution of the radar is directly related to the compactness of the self
ambiguity of the transmitter signal. By utilizing a Gaussian spectral model for the
transmitter signal it is possible to directly evaluate the self ambiguity and compute
a form that is approximately correct for FM radio signals. This was done by Hall

[1995] in the Fourier domain resulting in

IX(t)] = e~ 0B+ ) (7.7)

where x(t) is the delay portion of the Fourier space self ambiguity for the Gaussian
model, B is the bandwidth of the received signal, and W is the length of the Fourier
transform window. If we define the range resolution to be the 3 dB half width of

this function relative to its maximum, it is easy to show that

in(3)] (7.8)

Ar =S
3B = 9 2rB? + ;b3
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where Arsgp is the range resolution, and c is the speed of light. For typical Fourier
window lengths this expression is dominated by the signal bandwidth. When eval-
uated for appropriate FM radio like parameters (B = 250,000 Hz, W = 0.25 sec),
the range resolution is Ar = 200m. This can be thought of as the lower bound for
a radar signal consisting of an ideal Gaussian random waveform. This also assumes
perfect sampling, with no variance or timing errors. In practice the sampling is
not perfect and the FM radio transmitter signal varies substantially with time. The
actual range resolution is on the order of 600 meters for good transmitter waveforms

and much worse for poor ones.

7.8.8 Radar Velocity Resolution

The velocity resolution is similarly related to the self ambiguity of the transmitter

signal. Again after Hall [1995]

x(v)] = e (7.9)

where x (v) is the frequency portion of the self ambiguity, v is the frequency in
Hz, and W is again the length of the Fourier transform window. Now defining the
velocity resolution to be the 3 dB half width of this function relative to its maximum,

it follows that

in(3) (7.10)

Avsep = e

so the frequency resolution of the ideal Gaussian waveform is simply limited by the
length of the Fourier transform window. In practice this is not actually true because
there is a finite limit to the frequency synchronization of the radar. In most cases

the FM radio transmitter signals provide a velocity resolution of at best about 1.5
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m/s.

7.8.4 Radar Time Resolution

The time resolution of the radar is limited by a combination of the Fourier transform
window length and the variance in the spectral estimates that is desired. Typical
integration times for the radar system are between 5 and 10 seconds, although
irregularities have been observed and are detectable with 1 second integration times.

There are also additional limits on the system for long integration times as the
transmitter ambiguity varies with time. The longer the integration, the more likely
the transmitter ambiguity is to become poor at some point during the integration.
Thus there is a variable upper bound on the integration time that can vary dramat-

ically depending on what signals are being intercepted.

7.8.5 Range and Velocity Aliasing

Because of the nature of the FM radio signal, observations made using the Manas-
tash Ridge Radar are free of range and doppler aliasing problems. This is true even
for large range and doppler extents, and this is a very uncommon feature for any
radar system. It is primarily a reflection of the FM radio signal’s globally compact
self ambiguity. The FM radio signal essentially forms a random code that identifies

a particular point in time, space, and velocity.

7.8.6 Comparison to Other Coherent Scatter Radars

By taking advantage of the relatively high power (100 kW) CW FM radio signals and
exploiting their compact ambiguity it is possible to make “true” radar observations.
The resulting radar system is capable of high range, velocity, and time resolution,
can make observations across a range of frequencies, and is very inexpensive to build.

A comparison to the best operating modes of several modern coherent scatter radars
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is shown in Table 7.1.

Table 7.1: A comparison of several modern VHF coherent scatter radars

Instrument Best Resolution

name frequency (MHz) range (km) velocity (m/s) time (s)
Canadian CW 50 50.0 10.0 10.0
SAPPHIRE 50 50.0 15.0 10.0
CUPRI 50 5.0 10.0 2.0
Manastash Ridge 88 - 108 0.6 1.5 1.0
RAPIER 140 7.5 5.0 8.0
STARE/SABRE 140 20.0 150.0 20.0

The Manastash Ridge Radar has superior range and velocity resolution compared
to the other VHF coherent scatter radars. Its typical time resolution is similar for

integration times on the order of 5 to 10 seconds.

7.4 Early Radar Observations

Early observations made with the Manastash Ridge Radar system show characteris-
tic features that are worth commenting on here. Figure 7.9 shows the ground clutter
that is typically observed by the radar. The clutter appears at a range of 55 km,
with the strongest clutter source being located at 70 km and corresponding to Mt.
Rainier (a large mountain visible to both the transmitter and receiver).

Ground clutter can be visible along the zero doppler line for a distance that
strongly depends on the integration time. The non-zero doppler component of the
Mt. Rainier signal is visible flanking the strong zero doppler echo, and this cor-
responds to the secondary structure in the transmitter self ambiguity. It is visible
here due to the extraordinary strength of the signal from Mt. Rainier.

One interesting feature of the multistatic radar geometry is that the first few
hundred ranges are always free of any scatterers. This is determined by the trans-

mitter - receiver distance and the propagation of light between them. It is a very
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MRR Ambiguity 8-27-1998 10:13:34 UT (99.9 MHz, 5 seconds)
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Figure 7.9: Radar observations made with the Manastash Ridge Radar system have
a unique ground clutter signature due to the presence of Mt. Rainier. This is a
large mountain that is visible to both the transmitter and the remote receiver.
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MRR Cross Ambiguity 9-17-1999 at 23:33:52 UT (5 sec) MRR Cross Ambiguity 9-17-1999 at 23:34:17 UT (5 scc)
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Figure 7.10: Occasionally the radar observes strong returns localized to a very small
range and doppler extent. Some of these are aircraft and their range migration is
consistent with their doppler velocities.

useful reference for calibrating the clutter floor of the receivers for every set of radar
data.

After observing a sufficiently large quantity of data, it became clear that occa-
sionally the system would detect point targets such as aircraft and meteors. An
excellent example of an aircraft observation is shown in Figure 7.10.

The detection of aircraft by the current system is limited by sensitivity, dynamic'
range, and the Cascade mountain range. Only high flying aircraft, in the right

locations, and of sufficient cross-section are likely to be detected.



126

Chapter 8

PASSIVE RADAR OBSERVATIONS OF E-REGION
IRREGULARITIES

On August 27, 1998 a strong geomagnetic storm drove expansion of the auroral
oval southward into the field of view of the Manastash Ridge Radar. This was a
fortunate event because such strong storms are relatively rare, and the radar had

only recently become sufficiently automated for regular operations.

8.1 First Irregularity Observations

The radar was operated for six hours on the morning of August 27, 1998 beginning
at 6:58:34 UT. During this time an intense geomagnetic event caused substantial
southward expansion of the auroral oval beginning the previous day.

A frequency of 99.9 MHz was selected for observation. This frequency contains
a 100 kW FM radio station located in the Seattle area, and is relatively free of
interference at the remote receiver site. Data was collected at a rate of 5 seconds
per minute. The low duty cycle was necessary to accommodate limited data storage.

After data collection was completed, the system automatically transferred the
1800 seconds of data over the Internet to a computer located at the University of
Washington. Processing the 3.6 G-bytes of data required about a day of computer
time on a modern quad-processor.

A sequence of range - velocity ambiguity planes are shown in Figures 8.1, 8.2,
8.3, and 8.4. The radar returns have been processed to provide 1.5 m/s velocity

resolution, 600 m range resolution, and five second integration times. The irreg-
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ularities extend in range from 760 km to 1100 km, and are between 200 m/s and
375 m/s in veloéity. The region of turbulence may well extend beyond 1100 km,
but at this range the E-region falls below the radar horizon. Ground clutter at zero
doppler is visible out to about 200 km and the feature at 70 km backscatter range
is the result of strong scatter from Mt. Rainier. This is a large mountain visible
to both the transmitter and receiver and it appears in all our data. The non-zero
velocity component near this ground clutter is due to second order structure in the
self ambiguity of the transmitted signal that is visible due to the strength of the
Mt. Rainier scatter. Additionally there are several horizontal lines, the strongest at
about -950 m/s, that are due to interference at the remote receiver site.

Figure 8.5 shows several range - velocity plots with one second integration times
for data taken at 9:53:38 UT. This image is processed at 6 m/s velocity resolution,
and 600 m range resolution. The lower velocity resolution is necessary to allow
for sufficient signal power in each velocity bin for the irregularities to be easily
detectable. Here the irregularities extend from 550 km to 850 km in range and have
velocities between 250 m/s and 325 m/s.

The irregularities observed during this event had signals between 1 and 6 dB
above the clutter floor, which was calibrated from the first ten ranges of the ambi-
guity plane. The early ranges will never contain any targets due to the multi-static
nature of the system and thus are very useful for determining a reference clutter
floor. An absolute power calibration of the radar has not yet been attempted. Such
a calibration will prove difficult because we do not control the transmitter and the

antenna, pattern is not well known.

8.1.1 Irregularity Spectral Fitting

Although the underlying passive radar technique provides excellent range, velocity,

and time resolution it is important to understand that the power spectral density
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Figure 8.1: Two five second integrations of Manastash Ridge Radar data beginning
at 09:52:34 UT on August 27, 1998. Here irregularities are visible over a range
extent of 400 km.
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Figure 8.2: Later in the August 27, 1998 event from 10:08:34 until 10:11:34 UT the
irregularities appear at 600 km and appear to move away from the radar to 800 km.
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Figure 8.3: Between 10:12:34 and 10:15:34 UT on August 27, 1998 the scatter from
the irregularities intensifies considerably in two regions which appear to merge and
fade away as time progresses.
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Figure 8.4: After 10:16:34 UT the irregularities are barely detectable and the
strongest portion of the August 27, 1998 event has passed.

estimates of the irregularities may have substantial variance. Thus the fine structure
that can be seen in the velocity observations may simply be an artifact of the
relatively short integration times. Fortunately it is always possible to re-process the
passive radar data, reducing its variance at the expense of lower resolution in time,
range, or velocity.

Figure 8.7 shows an example from the fitting procedure using a Gaussian model.

P(v) = ae(=2)" 4 g (8.1)

In the model, S represents the clutter floor, o the irregularity amplitude, v,eqn the
mean velocity, and o, the spectral width. The model is fit to the data in a given
radar frame at each range. The fitting is done using the nonlinear fitter in Matlab
which is essentially a Levenberg-Marqardt type algorithm. The velocity, amplitude,
spectral width, and offset are determined from the fit, which is done in the ambiguity

space.

Using the fitted data it is possible to create Watermann distributions that



132

MRR 8-27-1998 9:53:35 UT 1sec MRR 8-27-1998 9:53:36 UT 1 sec
1300 1300
i 8
1000
900 4 1%
500 3%
& 2
z 30 z 8
- U]
E % e m
z 0 = ‘%
> 400 > 00
-500 -500
600 600
<700 4 700
28 2
-1000 -1000 4
i g g
-1300 1 . 21300 4.
“1300 A ~1400 - :
-1500 ey T T r +— Y T -1500 t T — T ~r —~—r T
0 200 400 600 800 1000 1200 1400 0 200 400 600 800 1000 1200 1400
range (km) range (km)
MRR 8-27-1998 9:53:37 UT 1 sec MRR 8-27-1998 9:53:38 UT 1 sec
1500 L . . L L . 1500 25,00
130 1300
1200 1200 1 250
1 1100 4
10K 1000 225
: B
z 00 200
P 600
S 500 1.5
z % z N
£ 3 2 %] 1.50
< 1 ~ 1004 d
E > o4 15 §
G -l § 100
2 2 0o o
g 3 ] !
A 400
! -500 015
500
200 1: i 050
2500 2900
-1000 -1000 025
181 i
-1300 4 -1300 0.00
~1300 A : “1300 T ‘ .
1500  pmm— — r ¥ T T -1500 4= T T T ™ — - -20.00
0 200 400 600 800 1000 1200 1400 200 400 600 800 1000 1200
range (km) range (km)

Figure 8.5: Four consecutive one second integrations of Manastash Ridge radar data
from the August 27, 1998 event. The irregularities are detectable in the radar data
even with this short integration time.
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Manastash Ridge Radar : 8-27-1998 (99.9 MHz FM)
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8.6: The irregularities are plotted here on a linear scale for several ranges and
This is how many other coherent scatter radars have displayed their data.

The Manastash Ridge Radar’s resolution is too high for this to be particularly
effective.
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MRR Gaussian Fit: 8-27-1998 at 10:13:34 UT 812.4 km
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Figure 8.7: In fitting a Gaussian spectral model to the irregularities the fitter often
underestimates the peak amplitude of the data and over estimates the spectral width.
Here the solid line is the model fit while the dashed line with circles represents the
radar data.



135

MRR August 27, 1998 Irregularity Moment Distribution (log scale)
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Figure 8.8: The velocity-width distribution of the fitted Manastash Ridge Radar
data from the August 27, 1998 event. This is also known as a Watermann distribu-
tion, and is a useful method for comparing data between radar systems.
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are useful for intercomparison between different radar systems [Watermann et al.,
1989a). These distributions plot the mean velocity of the irregularities versus their
spectral width. A Watermann distribution for the data from the Manastash Ridge

Radar system is given in Figure 8.8.

8.1.2 Irregularity Probable Location Maps

Because the cross-section of the irregularities falls at approximately 10 dB/deg away
from an aspect angle of a = 90° it is very likely that all the irregularities observed
by the Manastash Ridge Radar are along this perpendicularity contour. The radar
simply does not have the dynamic range to observe irregularities at large aspect
angles unless they are extraordinarily large.

Because of this it is possible to map distance from the radar onto positions along
the contour. This must be done taking into account the multi-static geometry and
assuming an altitude for the irregularities.

For the magnetic aspect angle profile visible from the radar there are two possible
locations associated with most distances. With the doppler shift of the irregularities
consistently toward the radar it is likely that they lie either on the right hand side
of the perpendicularity contour or the left. It is possible that they are actually
on both sides but this would require an electric field that flips direction across the
radar field of view. This is admittedly possible during such disturbed conditions
but seems unlikely.

The probable location map is shown in Figure 8.9 for the right hand mapping
of the data. This mapping is the most likely because of the antenna pattern, the
Cascade mountains to the west, and observations by other instruments during the
event. In many cases I will also show the left hand mapping which is more consistent
with the typical electron drift direction during quiet time convection after magnetic

midnight.
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Figure 8.9: The inferred probable location of the irregularities for all the data from
the August 27, 1998 event. Only the right hand mapping of the data is shown as
this is the likely one based on the radar view volume and comparison to other data.

The largest error in the location of the irregularities using this method is an
angular uncertainty on the order of 7 — 8°. It would be very useful to test this
technique once an interferometric capability is developed for the radar. Probable
location maps for three assumed altitudes and the left and right mappings are shown

for 10:14:34 UT in Figure 8.10.

8.1.3 Inferred FElectric Field

Once the irregularities have been located in space it is possible to infer a lower
bound for the electric field in the E-region of the ionosphere. There are several
more assumptions that must be made in order for this to be done.

The first assumption is that the drift velocity of the irregularities V; is the
observed doppler shift. This is just the assumption that the flow angle # = 0. In

general the flow angle is within about 20° of the electron drift direction. Despite
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Figure 8.10: A sequence of probable location maps for the irregularities observed
during the August 27, 1998 event. Both the left and right mappings are shown.
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this there is no way of knowing the flow direction with the current radar system,

and this means I can only put a lower bound on the electric field. Using

v __Vdcos(l?)g Va
doppler = 14y T 1+ ¢

(8.2)

we assume to ¢ = 0.25 which is a typical value for the E-region. By combining this

with

_ExB
Var & —ps—

(8.3)
it is straightforward to infer a lower bound for the electric field given a magnetic field
value. To obtain the magnetic field I presume that the irregularities map cleanly to
the oo = 90° magnetic aspect angle contour as a function of range. I then identify a
location for each irregularity and compute the magnetic field value at a presumed
altitude of 110 km using the IGRF magnetic field model.

The result of this process for all data from the August 27, 1998 event is shown
in Figure 8.11 where both the left and right hand mapping are shown due to the
ambiguity in the irregularity location. The electric field magnitude was relatively
constant during the entire period and had a lower bound average value of 19.8 +/-
5.1 mV/m.

By using the vector direction of the magnetic field and the wave vector of each
irregularity computed from the radar view geometry it is possible to also infer a
vector direction for the electric field. This vector direction is shown overlaid on the
radar view volume in Figure 8.12.

These estimates are rather crude lower bounds but it is difficult to do more

with a single coherent scatter radar. In the future it should be possible to make
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Figure 8.11: A lower bound electric field magnitude along the radar view line for
data from the August 27, 1998 event. The left and right mappings are shown, and
the field appears relatively constant throughout the whole event.
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Figure 8.12: A map of the vector electric field direction as inferred by the radar
is shown for radar data from the August 27, 1998 event. Both the left and right
mappings are shown. The electric field estimates are lower bounds.



141

more accurate estimates by using interferometry to locate the irregularities in range,

azimuth, and elevation.

8.2 Summary of Observations

With the Manastash Ridge Radar we observed 88 seconds of data containing irreg-
ularities out of the 1800 seconds of data collected the morning of August 27, 1998.
The nearest irregularities were observed at ranges of 500 km while the most distant
were 1100 km away from the radar. The irregularities had velocities between 200
m/s and 400 m/s with predominantly narrow spectral widths. These observations
correspond most closely to type-1 irregularities observed by other radar systems.
'The range-doppler extent of the irregularities was often large, but the passive radar
technique prevented any range or doppler aliasing problems.

Because the radar is located at relatively low geomagnetic latitude (52.9° N
CGM) a substantial expansion of the auroral oval is required to move the auro-
ral electrojet into a position suitable for observation by the radar. This makes
the Manastash Ridge Radar is most useful in its current deployment for observing
irregularities during highly active conditions.

These are the first E-region irregularity observations reported using a passive
radar system, as well as being the first observations of 1.5 m irregularities reported
in the literature. These are also the first observations reported between the 3 m
(50 MHz radars) and 1 m (140 MHz radars) irregularity wavelengths since those
reported at 1.3 m by Ogawa [1996].
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Chapter 9

ANALYSIS OF THE AUGUST 27, 1998 EVENT

Observations of the August 27, 1998 Geomagnetic Storm by the Manastash Ridge
Radar system were complemented by data from other instruments. In particular it
is the observations using the Ultraviolet Imager onboard NASA’s Polar spacecraft
that provide the best context for understanding the radar data. By combining the
radar data with conductances determined using the images it is also possible to

estimate a lower bound for the ionospheric current density along the radar line of

view.

9.1 Magnetometer Observations

Figure 9.1 shows the record from several magnetometers located closest to the Man-
astash Ridge Radar. These magnetometers show strong magnetic perturbations that
are due to ionospheric currents. The perturbations are as large as 1000 nT and are
greatest between 8:00 UT and 14:00 UT. The Newport, Washington magnetome-
ter is closest to the radar view volume and shows its maximum deviation centered

around 10:00 UT. This is nearly simultaneous with the observations of irregularities

by the radar.

9.2 Ultraviolet Imager Observations

The Ultraviolet Imager (UVI) is an instrument on board NASA’s Polar spacecraft.
UVI takes pictures of the aurora through several filters that are changed at regular

intervals during the spacecraft’s polar orbit. Details of the imager’s characteristics
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Figure 9.1: August 27, 1998 magnetometer observations for two locations near to the
Manastash Ridge Radar. The Newport magnetometer is located to the northeast
of the radar under the view volume, while the Victoria magnetometer is located
outside of the view volume to the northwest.
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Figure 9.2: On August 27, 1998 the Ultraviolet Imager (UVI) aboard NASA’s Po-
lar spacecraft made observations of strong auroral emissions coincident with radar
observations of E-region irregularities.

and other observations can be found in Brittnacher et al. [1997).

On August 27, 1998 UVI made observations of the aurora produced by the
geomagnetic storm. During the period from 10:08:00 UT until 10:27:00 UT the
imager recorded data directly over the view volume of the Manastash Ridge Radar.
Three consecutive images from this period are shown in Figure 9.2, and these images
clearly show an intense auroral arc located over southern Canada. It is the electric
fields associated with this structure that created the irregularities observed by the

radar.

9.2.1 UVI Photon Fluz and Radar Data Comparison

By comparing the radar observations to the photon fluxes observed using the im-
ager it is possible to examine where the irregularities occur relative to the auroral
structures and how the irregularities and the arc evolve relative to each other in
time and space.

There are many difficulties and uncertainties involved in making this compari-
son. The most problematic is the ambiguous angular resolution of the radar system.

Although the radar has very fine resolution in range, the wide antenna pattern pro-
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vides only minimal localization in azimuth. In order to move beyond this situation
for the comparison with UVI I exploit constraints on the scattering geometry, con-
sistency arguments, and relationships between the time evolution of the imager and
radar data. It must be emphasized that this comparison is rough at best and should
mainly be taken as a profitable direction for future experiments with higher angular

resolution.

The scattering geometry provides the best constraint on the location of the ir-
regularities. Because the scatter occurs most strongly where the radar beam is
perpendicular to the Earth’s magnetic field there is a single line of magnetic aspect
angle (o = 90°) where scatter from the irregularities is likely. Based on previ-
ous radar observations the scatter falls off away from this line at approximately
10 dB/degree. For all but the most extraordinarily strong irregularity returns the
Manastash Ridge Radar currently has insufficient dynamic range to observe irreg-
ularities more than a degree off of perpendicular. To proceed I assume that the

irregularities are constrained to the perpendicular scattering geometry.

The quality of this assumption is also limited by the accuracy of the IGRF mag-
netic field model used to compute the magnetic aspect angle contours, perturbations
in the ionospheric magnetic field due to auroral current systems, variations due to

refraction in the atmosphere, and uncertainty in the altitude of the irregularities.

There is no method of determining the altitude of the irregularities using the
present radar system. Typically an antenna with narrow beam width in elevation is
used, or interferometry is employed to effectively synthesize one. The irregularities
are strongly confined to the E-region because of the physics of their generation.
Variation in altitude between 100 km and 120 km leads to a one degree uncertainty
in presumed azimuth of the irregularities. This is probably the dominant error
in estimating the azimuth at this time. I assume an altitude of 110 km which is

consistent with the average altitude of the irregularities as observed by other radar
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systems.

For the comparison I utilize the range information from the irregularity Gaussian
fits described in chapter 8. The irregularities are filtered for those having amplitude
above an arbitrary lower cutoff. Unfortunately the perpendicular magnetic aspect
angle line has two locations associated with each range, one left of magnetic north
and one right. This ambiguity is not easy to resolve. Because the irregularities have
a consistent sign to their doppler velocity throughout the event it is likely that they
lie on one side or the other and not both. Structures and témporal variation in the
imager data make it seem that the right side is the more likely. It is however not
possible to resolve this matter convincingly and I present both the left and right

mappings.

In order to perform this comparison it was necessary to map the UVI images
into the radar’s view volume on a 0.25° grid, averaging the photon flux at each
grid region. This reduces the imager’s effective resolution somewhat but also has
the consequence of reducing the impact of uncertainty in the geographic coordinate

mapping of the images.

Figure 9.3 shows the comparison between the irregularity observations and the
imager data for the right hand mapping of the radar data, while Figure 9.4 shows
it for the left hand side. The radar data was selected to be that closest to the start
of the imager’s integration period. Consecutive frames are shown from 10:09:05 UT
until 10:21:21 UT and the imager uses four different filters during this time. The
LBHL and LBHS filters show ultraviolet emissions from nitrogen while the 1304 and
1356 filters show oxygen emissions [Brittnacher et al., 1997].

The mapping show a general correspondence between changes in the morphology
of the auroral ultraviolet emissions and the irregularity locations and strengths. In
both mappings the irregularities seem to occur preferentially on the equatorward

side of the auroral arc.
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Figure 9.3: The observations from UVI are mapped onto the Manastash Ridge
Radar’s view volume in geographic coordinates. The fitted radar data is overlaid
for the right hand mapping. The circle size indicates the relative strength of the
irregularities. Note that the imager’s filter cycles through LBHL, LBHS, 1304, and
1356 during the course of the observations.
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radar view volume. Here the irregularities are plotted using the left hand mapping.
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Figure 9.5: Radar data from 10:14:34 UT matches the observed imager data from
10:15:13 UT better than radar data from 10:15:34 UT. This may be due to the
imager integrating over changes in the aurora that the radar detects.

In one case where the imager data proceeds the closest radar data the structure
in the image seems to be better represented by the previous radar time period. This
mapping is shown in Figure 9.5. This may indicate that the imager has integrated
over temporal variation in the aurora and the radar observes this in the irregularity

turbulence.

9.2.2 UVI and MRR View Line Cross-sections

In order to compare the observations of the radar with those of the imager it is
useful to take slices of the image along the presumed radar view line. This is done
by averagihg those pixels whose geographic coordinates lie within 0.5° of the radar
perpendicular magnetic aspect angle line at a particular range. This is done for both

the left and right sides of the radar view volume at six different times, represented
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in Figure 9.6 and Figure 9.7.

The radar data for this comparisons is unfitted and is integrated in velocity to
show the structures along the radar view line with reduced variance. The comparison
between radar data at 10:12:34 UT and imager data at 10:12:46 UT for the right
hand mapping is particularly striking. Here we can see that the observed structure
and its spatial scale is very similar in both the irregularities and the ultraviolet
emissions.

In many cases the radar data shows structure that the imager does not observe
and vice versa. This may be due to that fact the radar is really observing the
consequences of electric field and density gradient structures. These structures can
extend beyond the regions where electron precipitation is actually producing ultra-
violet emissions. Uncertainty in the alignment of the radar data with the imager

photon flux pixels is also a likely cause of the differences.

9.2.3 UVI Estimated Conductivity and MRR Vector Electric Field

The Ultraviolet Imager is capable of estimating ionospheric conductances (height
integrated conductivities) from observations using its different filters. The basic
process is described in Germany et al. [1994], and has large uncertainties during
rapid auroral variations. Despite the limitations of the technique a comparison to
the electric fields inferred from the radar data is interesting.

The conductances are mapped to a 1° grid and averaged over several frames to
reduce the impact of the auroral variations on the estimates. This results in two
integrated periods and the Hall conductance is shown in Figure 9.8 along with the
radar inferred electric field during that time period for the right hand mapping. The '
enhanced Hall conductance on the right hand side of the radar view volume furth'er
increases the likelihood that the right hand mapping is the correct one.

The Pedersen conductance inferred from the imager data is shown in Figure 9.9
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Figure 9.6: A comparison of velocity integrated radar data to UVI photon emissions
along the presumed radar view line. Both the left and right hand mappings are
given for 10:09:34 until 10:12:34 UT. Some structures are clearly observed by both

the imager and radar while others are not.
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Figure 9.7: The velocity integrated radar data is compared to the UVI photon
emissions along the presumed radar view line. Both the left and right hand mappings
are given for 10:13:34 until 10:15:34 UT. The imager data from 10:15:13 UT is
compared to radar data before and after the UVI observations.
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Figure 9.8: UVI estimated Hall conductance (height integrated conductivity) for
four times during the August 27, 1998 event. The vector electric field inferred by
the radar for each period where irregularities were observed is overlaid using the
right hand mapping. This mapping corresponds to the regions of greatest Hall
conductance.
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Figure 9.9: The UVI estimated Pedersen conductance for four times during the
August 27, 1998 event. The vector electric field inferred by the radar is overlaid
using the right hand mapping.

for the same two periods. In this case the Pedersen conductance is an order of
magnitude smaller than the Hall conductance. This implies immediately that most
of the current perpendicular to the magnetic field is being carried by the Hall current

associated with the auroral electrojet.

9.3 Ionospheric Current Density Estimate

By presuming that the current is all flowing perpendicular to the magnetic field
along the radar view line, it is straightforward to estimate a lower bound for the

Hall and Pedersen current densities using the relation
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Jpedersen + Jhall = Z:p(v.l. ‘ E) + Z:h(’_VJ- X E) (91)

where X, is the Hall conductance, L, is the pedersen conductance, E is the electric
field, and V is effectively a scale length perpendicular to the magnetic field. In
order to estimate this scale length from the data we use V,=gp which is the scale
length along the radar view line. This is another approximation but there is no
other way to obtain a scale length from the electric field data that is not arbitrary.
It is essentially an assumption that the scale of ionospheric features along the radar
view line is similar to the scale in all directions.

The magnitude of the Hall current density lower bound is shown in Figure 9.10
along with the vector current density in the plane perpendicular to the magnetic
field in Figure 9.11.

The inferred Hall current lower bound is 0.77 +/- 0.78 uAm=2 for 10:08 - 10:10
UT, and 0.33 +/- 0.45 uAm=2 for 10:14 - 10:16 UT. Despite the large uncertainty
this estimate has reasonable values for a lower bound. The Hall current is confined
to the E-region and this is the current that forms the auroral electrojet.

The Pedersen current density estimate is somewhat less certain because the
conductance is distributed throughout the E and F-regions in an unknown manner.
The Pedersen current density magnitude is shown in Figure 9.12 as a function of
radar range and the vector direction and magnitude is shown in Figure 9.13 along
with the imager derived conductance.

Here the Pedersen current density lower bound is significantly lower due to the
difference in Pedersen conductance. The inferred lower bound is 0.13 +/- 0.12
pAm=2 for 10:08 - 10:10 UT, and 0.07 +/- 0.10 pAm=2 for 10:14 - 10:16 UT.

These current density estimates are very crude reductions of the data in light of

the significant uncertainty in the irregularity locations. Future observations should
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Figure 9.10: A combination of the UVI and MRR data allows a lower bound estimate
of the Hall current density flowing in the ionosphere to be made along the radar
view line for two periods during the event.
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Figure 9.11: The vector current density can be overlaid on the UVI Hall conductance
estimate and the radar view volume.
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Figure 9.12: The lower bound magnitude of the Pedersen current is estimated to be
an order of magnitude smaller than the Hall current along the radar view line.
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Figure 9.13: The vector direction and magnitude of the Pedersen current density is
overlaid on the UVI Pedersen conductance estimate and the radar view volume.
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focus on interferometric location of the irregularities along multiple baselines to
ensure greater accuracy, wider spatial coverage, and current density estimates that

are absolute values and not lower bounds.
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Chapter 10

FUTURE DIRECTIONS AND CONCLUSION

Passive radar is a novel new technology where signals are intercepted from the
environment and used to make radar observations. This newly developed technology
has many possible ways it can develop in the future. I briefly discuss the role of
passive radar in radio science. Following this I conclude with an overview of this

work.

10.1 Passive Radar

Intercepting signals from the environment and utilizing them to synthesize radar
observations is useful well outside the realm of radio science. Applications to aircraft
tracking and surveillance have been under investigation for some time in the defense
community. In the future, air traffic control and navigation may find passive radar
a great complement to active radar and beacon techniques. Ultimately though, the
transmitter portion of complicated military and civilian infrastructure systems is
a relatively small fraction of their total cost. So passive radar, while potentially
useful in some situations, will never truly be necessary where the public interest is
sufficiently great and adequate resources are available.

In radio science, however, the costs of operating powerful transmitters is very
large compared to the budgets that are involved. The savings and expanded pos-
sibilities provided by passive radar is therefore of the greatest benefit to the radio
science community. In order for this potential to be realized, passive radar must

evolve substantially from its early developmental state.
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Fortunately, this approach to radar exploits many powerful trends in current
technological development. The rapid advance of computational power is substan-
tially reducing the difficulty of cross-correlating and analyzing intercepted signals.
Global positioning systems have essentially solved the problems underlying the syn-
chronization of widely separated receivers, and the development of a global high-
speed data network infrastructure will eliminate the difficulties of communicating

receiver information between any two points on the globe.

These developments will soon make possible the deployment of a multistatic
distributed radar network composed of low-cost receivers. These receivers will be
individually quite compact, but together they will form a very capable ionospheric
observation network. Such a system could be developed in incremental stages by
a diverse cross-section of participants. It could then be operated cooperatively by

exploiting the powerful computer networks that make the system possible.

There are several key areas that can be identified in which significant progress
must be made in order to realize the potential of passive radar. Receiver improve-
ments are perhaps the most immediate place in which significant benefits can be
realized. The current receivers systems of the Manastash Ridge Radar have many
limitations including relatively large size, limited tuning range, lack of flexible gain
control, and the use of several high-cost components such as external GPS receivers
and digitizers. Although novel due to the use of GPS for precise synchronization,

the underlying technology is certainly not state-of-the-art for receiver design.

By utilizing many of the latest digital receiver techniques it should be relatively
straightforward to develop very compact receivers which mount on the antennas,
have the ability to simultaneously observe several widely separated frequencies, per-
form digitization as an integral part of their design, and self-synchronize by inter-

cepting GPS signals as part of their native operation.

Such receivers would then be combined with an appropriately wide bandwidth
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antenna system. These individual radar receiver units could then be deployed in

arrays were the signals are combined digitally to synthesize appropriate antenna
patterns.

Phased arrays are also important for rejecting clutter from the radar system by
synthesizing antenna patterns that dynamically null strong clutter sources. This
is especially important when intercepting continuous wave signals, such as those
transmitted by FM radio stations, because the signals continuously illuminate clut-
ter sources. The scatter from mountains and aircraft can interfere with observations

of ionospheric plasma irregularities.

It is also important to consider what signals such a system will be intercepting,

where its deployment is most technologically feasible, and where its observations

would be most scientifically useful.

North America is a particularly good choice for the deployment of a passive
radar network. There are a large number of FM radio and digital television stations
covering much of the continent. These stations broadcast powerful signals over a
wide range of frequencies. The coverage is very well distributed as can be seen
for FM radio stations in Figure 10.1. A North American deployment also has the
advantage of the relative accessibility of high speed Internet connections to provide

data transport.

To maximize the scientific output of a passive radar network it should be de-
ployed so that a large section of the auroral oval can be observed simultaneously, at
multiple wavelengths, and with multiple overlapping baselines. An interferometric
capability at each receiver site is also necessary to allow the location of the E-region

irregularities to be precisely measured.

A passive radar network could provide long term observations of E-region irregu-
larities and would contribute substantially to the experimental study of ionospheric

turbulence, electric fields, and energy dissipation by ionospheric current systems.
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Figure 10.1: A national map of FM radio stations from the Federal Communications
Commission database. Each dot on the map represents a single FM radio station.
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The network could also derive ionospheric electric fields and convections pat-
terns during disturbed conditions with wide coverage at relatively low cost. This
would be complementary to observations such as those by SuperDARN because HF
radars have difficulty estimating electric fields during strong auroral events due to

absorption of their signals in the D-region of the ionosphere.

10.2 Conclusion

In this dissertation I have presented the first results from the Manastash Ridge Radar
system. This system is the first passive radar constructed for scientific purposes.
Its performance substantially exceeds that of other contemporary coherent scatter
radars used for observing E-region irregularities at a substantially lower cost.

The initial observations using the radar system were made during a strong geo-
magnetic event on August 27, 1998. During this period the auroral oval expanded
equatorward bringing it and the associated auroral electrojet into the view volume
of the radar. The observations taking during this event are the first reported for 1.5
m irregularities.

By making several assumptions I have determined the probable location of the
irregularities in the radar’s view volume and inferred a lower bound for the electric
field in the E-region during the event. There are several ambiguities in this process
and in the future it would be very useful to develop passive radar systems that
provide a full interferometric capability or at the very least use a narrow antenna
pattern.

The August 27, 1998 event was also observed by the Ultraviolet Imager aboard
NASA’s Polar spacecraft. For a period from 10:08:00 to 10:27:00 UT the imager
observed auroral emissions directly over the view volume of the radar system. The
imager used several different filters during this time and this allows the ionospheric

conductance to be derived for two periods during these observations.
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I have compared the imager observations directly to those of the radar by map-
ping the imager photon fluxes onto the radar view volume. The general evolution
of the event is the same in both instruments. In several cases the structures seen
by the radar are reflected in the structure of ultraviolet emission from the iono-
sphere. In most cases the strongest E-region irregularities appear to be located on

the equatorward side of the auroral arc.

To complete the analysis of the August 27, 1998 event I have combined the
imager derived ionospheric conductances with the radar inferred electric fields to
compute a lower bound for the Hall and Pedersen current densities flowing in the
ionosphere. The estimates are somewhat crude due to uncertainty in the location of
the E-region irregularities. This approach should be attempted again using radars
with greater angular resolution. A good choice for such an experiment would be an

incoherent scatter radar system.

In addition to the radar observations and their analysis, I have included some
work on a linear three fluid theory for E-region irregularities. This theory is unique
in that it does not make the simplifying assumption that the E-region consists of
a single ion species. The dispersion relation that is analytically derived from this
model is analyzed numerically by evaluating its roots for appropriate parameter

variations and using a realistic model ionosphere.

The theory predicts the phase velocities and growth rates for several wave modes
produced by the system. The familiar “type-1” Farley-Buneman two stream wave
mode is recovered. It is shown that for a sufficiently high ion-neutral collision fre-
quency this mode may also explain the “type-3” radio aurora. Several other weakly
damped wave modes that may be important for the “type-3” radio aurora and for
energy dissipation in the turbulent E-region are also explored. Future directions
of investigation for this theory include an expansion to include non-linear terms,

application to sporadic E-layers formed by meteors, and investigations of plasma
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regimes outside those of the E-region of the ionosphere.
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Appendix A

DERIVATION OF A 3-FLUID MODEL FOR AURORAL
E-REGION IRREGULARITIES

The derivation of the three fluid model for the irregularities is difficult primarily
due to its algebraic complexity. This complexity can be managed by appropriately
organizing the derivation. To do this I adopt the approach of Oppenheim [1995]
who solved a system of fluid electrons and kinetic ions for the equatorial electrojet.
His approach results in a density response function for each species that can be
combined using Gauss’ law to obtain the dispersion relation for the irregularities.
It is straightforward to generalize this method to multiple ion species and I do so
below using a purely fluid approach.

I begin the problem using the linear fluid theory for both the ions and electrons
and my assumptions are most appropriate for the auroral E-region ionosphere. The
resulting fifth order dispersion relation can be evaluated either by analytic approx-
imations or by numerical evaluation. I adopt the numerical approach because this
allows the use of a model ionosphere that illuminates the system’s response to real-

istic parameters. The results of this evaluation are presented in chapter 5.

A.1 Assumptions

Many assumptions are necessary in order to simplify the system of equations suffi-
ciently for a solution. The most fundamental assumption is that magnetic perturba-
tions are negligible and that the system is purely electrostatic. The ions are taken

to be demagnetized and the electrons magnetized. Electron momentum is neglected
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as the electron mass is much less than the ion mass. Pressure is taken to follow an
ideal gas law, and non-linear effects ignored.

Several assumptions are useful approximations to E-region conditions that sim-
plify the solution without masking the fundamental underlying physics. The ions
are taken to be sufficiently coupled to the neutral background gas by collisions so
that thermal equilibrium is maintained between different ion species. Production,
recombination, and attachment are assumed to be balanced and their effects are
neglected on the time scale of irregularity formation and decay. Neutral background
winds, ion drifts, and velocity shear effects are taken as not important for the basic
system.

Finally I will evaluate the system in one dimension for meter scale irregularities.
I will also neglect plasma density gradients even though they are often important for
irregularity growth and damping. Their primary impact is to enhance wave growth

when their direction is parallel to the ambient electric field and inhibit it when their

direction is opposite.

A.2 Initial Equations

I begin the derivation using the fluid équations for a magnetized plasma. The

continuity relation for a species « is

%Ltﬁ +V - (1sVe) =0 (A1)
where production, recombination, and attachment are neglected as being unimpor-
tant on the time scale of the growth and decay of the irregularities. I also use a
momentum relation assuming an ideal gas law P = ynT,. Neglecting the convective
portion of the total derivative and taking the density to be independent of the time

variation, the momentum relation is given by
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Ve _ 2 (g 4 V, x B) = vana Ve — o
ot Ma My

A\ (A.2)

where I include the Lorentz force, collisions, and the pressure force. For the three
fluid model the system of equations consists of three species: electrons (a = €), ion

one (o =11), and ion two (& = i2).

Because the ion gyro-collision ratio is low a good assumption in the E-region is
that the ion species are demagnetized. I also take the ion neutral collision frequency
and the ion temperatures to be identical between ion species due to their strong
collisional coupling to the neutral background gas. For the two ion species the

momentum relation is identical, and is given by

'I'Li-QYi = fﬁ'ILE - ViniVi - ’)’Ti

ot oy y V'I’Li (A3)

where the a = 7 can represent either o = i1 or o = 42 as is necessary.

I also be assume that the electrons carry no momentum because of the large
ion-electron mass ratio. This results in an electron momentum equation where only

the force terms remain.

€M (B 4V, x B) — vuneVe — L2V, = 0 (A4)
me Me

Now taking these equations and using a perturbation approach it is not difficult to

find a dispersion relation for the irregularities.
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A.3 Perturbed Equations

Assuming small amplitude wave like solutions of the form e***~“%, and taking the
Fourier transform of the continuity and momentum equations such that g—t- = —iw
and V = t¢k. I perform a perturbation expansion where E — Ey + Eq, n, —
Tia0 + Na1, and Vg = Voo + V.

First order terms in the perturbation expansion are retained, while higher order
terms are neglected. Zero order terms are also neglected so long as they are not

directly relevant to the production of the irregularities.

A.8.1 Continuity Relations

Because under these approximations the continuity relation has the same form for

all species, it is only necessary to perturb it once and then obtain a solution for each

species through a change of variables.

—z‘w(nao + nal) + ik - [(nao + nal)(Vao + Va1)] =0 (A5)

Then keeping only first order terms it follows that

which by manipulation yields the perturbed frequency domain continuity relation.

ik - Va1 = (iw — ik - v,,(,)gi’l (A7)

a0

By changing variables the three fluid system results in the following perturbed con-
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tinuity relations.

ik -V = (iw— ik - veo-;l‘il) (A.8)
e0
. . . ni11
ik - Vi = (iw -1k - viyo ) (A.9)
Mi10
. . . ni21
ik - Vio = (iw — ik - vig0—— (A.10)
Ni20

A.3.2 Ion Momentum Equations

By taking the same approach for the ion momentum equation it is possible to again
only Fourier transform, perturb, and manipulate one equation and then obtain so-

lutions for each ion species by changing variables.

. ;
—iw(Vio + Vi1) (nao + na1) — —B-(Eo + E;)(nio + na1) (A.11)

ey
m;

+v;(nio + 1) (Vio + Vi) + itk—(ni +nyy) =0

Neglecting the zeroth order ion drift and electric field I then retain only first order

terms in the equation.

ny = 0 (A.l?)

E T;
—z'wn,-OVﬂ — Qinio—l + yin,-OVﬂ + ik7 :
B m;
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Taking k- all terms results in

k-E,

T
(z'w - V,-)niok - Vi1 + Qingo — ikzhnil =0 A.13)
m-

which is a useful form for making substitution of the continuity relations. Next I

solve for m;; prior to making any substitutions.

(iw — v;)nigk - Via + Q-,;n,;o&g-l
k225
k2 Ls

USRS (A14)
Multiplying by f and substituting the perturbed ion continuity relationship results

in

(z'w - ui)nio(z'w - Zk . Vio)%:% -+ Qinioi%l

— (A.15)

ny =

Now using the approximation that the ion drift Vo = 0 and solving for n;; gives
the ion density response function to the perturbation. At this point I also make a

substitution of the ion thermal velocity Vi = 2%,

QnyoeEr

Ny = i — KV + (A.16)

Specializing the response function to each of the two ion species, it is also useful
to multiply by é and convert to the plasma frequency of each ion species in the

numerator.
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e U);il Zk . E1

gniu i I— RVZ (A.17)
2 »

e _ Whintk - By

€o iz = w? + Wi — k2Vt%2 (A18)

From this we can see immediately that the density response of the two ion species
to the perturbation is only different due to differences in their plasma frequencies
and thermal velocities. For identical ion temperatures this reduces to a dependence

on the masses of the ion species.

A.8.8 FElectron Momentum FEquations

Next I treat the electron momentum equation in a similar manner. This equation
is the most complicated because it involves the magnetic field. First I define the
gyro-collision ratio k. = %f and use this to define the gyro-collision tensor after the

approach of Sahr [1990].

1 —k. O
k= | ke 1 0 (A.19)
0 0 1

with inverse
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1 ke 0

(-)—1_ 1

Ke = 1+ <2 Ke 1 0 (A.20)
0 0 14«2

The purpose of the gyro-collision tensor is to express the cross product of the electron
velocity with the magnetic field in a compact manner. Here I assume that the field

is given by B = —B2. Using this definition the unperturbed electron momentum

equation becomes

E T.
Te /g: Ve +neke—= — Vene Ve — —ivne =0 (A.21)
B Me
which is just the expression of the momentum equation in terms of the gyro-collision

tensor. Perturbing this equation and taking linear wave like solutions results in

(Moo + Ne1) Ko *(Veo + Ver) + (Mg + M1 ) e (Eo + E;) (A.22)

T, .
e

and after retaining only first order terms this yields

E E
Teo ke *Ver + N1 Ke Vo + Ke(neogl + e EO) (A.23)
. T
_Ve(neOVel + nelveo) - zknel',rn_‘B =0

e

Now multiply through by E;_l
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K -1 -1
Veinen + VeoTler + Ee(neo ke Ei+ne ke -Eo) (A.24)
1T
m,

e

-1 -1 -1
+Ve(neo ke Ver + Nt ke Vo) +i ke k—Sng =0
At this point it is necessary to simplify the system of equations in order to find an
analytically tractable solution. The easiest approach is to take a 1-D solution where

k — ki, By = Ep;:%, By = Eyg, Veo = Veoyd), and Vg — Vo @

It is possible to solve for a 2-D solution in the plane perpendicular to B. While
this does allow analysis of the dispersion relation as a function of flow angle it
makes the derivation of the electron density response function significantly more

complicated.

Turning to the 1-D system and evaluating the inverse gyro-collision tensor prod-

ucts we multiply all terms by ¢k- to obtain an expanded relation.

iky‘/elyneo + z'kynel ‘/eOy + (neoikyEly + nelnez’kyE‘o:,) (A25)

Ke
B+ )
v, . : T

Now simplifying the perturbed electron continuity relationship to 1-D results in
ikyVary = (iw — zkyVeoy)n—e; (A.26)
€l

Substituting this into A.25 and solving for n,; gives the electron density perturbation

response function after a great deal of algebra.
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A.27
—ivek2(w — kyBa2) + K2V2 (A.27)

Ne1 =

This can be rewritten in terms of the electron plasma frequency by multiplying by

£, It is also useful substitute the drift velocity Vy = £=.

2 .
e wpelky By

€0 T Sivert(w — kyVa) + BV

(A.28)

A.4 The Three Fluid Dispersion Relation

Now in order to derive the dispersion relation it is necessary to close the system of
equations. The normal method is to use quasi-neutrality but following Oppenheim

[1995] I use Gauss’ law

V.E= -ei(ni1 + iz — i) (A.29)
0

This approach has the virtue of neatly combining the response of each ion species
with that of the electrons. Now, Fourier transforming A.29, perturbing, and taking

the 1-D approximation yields our closure relation.

ikyEly = E(nil + Ny — ne) (A30)
€0

Substituting the ion and electron response functions gives the dispersion relation

directly.
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2 2 2
1— Wpi1 _ Wpi2 " Wpe -0
—E2VE +wltiviw  —kVEhL +wltiviw  —iver?(w — ky Vo) + k2V;2
(A.31)

The dispersion relation can be reorganized into a fifth order polynomial purely

through algebraic manipulation. I recommend using a symbolic mathematics pro-

gram to avoid mistakes. While the result is not organized in a particularly appealing

manner it is useful for numeric root finding.

aw® +bw + cwd +dw?+ew+ f=0

a = —ilkK,

b = VK3 + w2, + werlkVay + B2V

— 2172 2, 2172 2 | 2272 2
¢ = (2uk*Vig + 2wy iy; + ik°Vig vek; + 1k° Vi veks

L2 2 2 L2 2 2 2
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By solving for the real and imaginary parts of A.32 it is possible to determine

wave frequency and growth rate for conditions given by the free parameters. The

evaluation of this model and its results are discussed in Chapter 5.
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Appendix B

THE MANASTASH RIDGE RADAR DESIGN

The Manastash Ridge Radar is a distributed radar system where two relatively
simple receivers are located 150 km apart and synchronized using the Global Posi-
tioning System. The radar is a system of components whose operation is coordinated
through software and computer networks. Information on the design of the radar
system is primarily useful for individuals or groups interested in constructing similar

radars.

B.1 Antenna Design

The radar system utilizes two types of antennas, one in a strong signal environment
at the UW for receiving the FM broadcast signal, and the other in a weak signal
environment such as at the Manastash Ridge Observatory. The UW antenna is a
standard half wave dipole FM radio antenna. This antenna is more than sufficient
for transmitter signal interception in a strong signal environment where directivity
is not required. At MRO where signals are relatively weak it is desirable to have an
antenna with more directive gain.

The observations presented here were made using a log periodic antenna (LPA)
with about 6 dB of gain at 100 MHz. The antenna pattern is shown in Figure B.1
in both azimuth and elevation.

The LPA antenna is extraordinarily modest by the standards of other coherent
scatter radars. This is not completely unprecedented as many early irregularity

observations were made with relatively simple Yagi antennas. A Yagi antenna tuned
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Figure B.1: The antenna pattern for the log periodic antenna used by the Manastash
Ridge Radar.

t0 99.9 MHz with 14 dB of gain has recently been deployed on an antenna tower to

replace the LPA for future observations.

B.2 Receiver Design

The basic purpose of any radio receiver system is to detect and convert the infor-
mation carried by electromagnetic waves to a more useful form. In the case of many
applications the information conveyed by the waves is converted to audio and then
conveyed to the ear. In the case of modern radar systems the most useful form for
the data is as a series of digital samples. In an ideal sense these samples, usually a
voltage versus time, should be linearly related in form to the electromagnetic wave
that was incident upon the system’s antenna. In practice there are deviations from
this ideal due to noise in the system, limitations of design, and imperfections in the
physical devices. A good reference for RF design is Hagen [1996].

The receiver design of the radar is in unique only in its precise synchronization
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Figure B.2: The radar receiver design.

to other receivers in the system. This phase coherence is one of the fundamental
properties of a multi-static radar system intended for high resolution range and
doppler observations.

The receiver signal chain is shown in Figure B.2 and is a simple direct conversion
quadrature receiver. In such a system an appropriate bandwidth of the RF signal
is amplified and then shifted in frequency to the baseband in a single mixing step.
As part of this step the phase of the signal is preserved in a complex representation
of the received voltage using an IQ demodulator. The simplicity of this design,
involving only a single heterodyne stage, is useful for the ease with which it allows
synchronization to the GPS reference signal. Only a single local oscillator needs
to be synchronized, instead of several as would be required in the dual conversion

design that is typical of most FM radio receivers.
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B.3 Data Acquisition and Transport

Analog to digital conversion of voltages at the baseband outputs of the receiver is
currently done using a Datel PCI-416J digitizer. This 12 bit digitizer is hosted on
a normal PC running the Linux operating system and uses a custom device driver.
The digitizer is capable of sampling at 250 kHz on 8 channels and allows an external
sampling clock and trigger.

The external clock and trigger are critical because the data acquisition must also
be synchronized between the receivers in the system. The data acquisition is made
synchronous by driving the sampling clock with a digital reference divided down
from a 1 MHz GPS synchronized oscillator and using a 1 PPS GPS output as a
trigger. Synchronization of digital data acquisition will become more important as
passive radar systems progress to the use of IF or RF sampling.

In a multistatic radar system data must be transported to a central location for
processing. This data transport is facilitated in the Manastash Ridge Radar by the
use of the Internet at both the reference and remote sites. The reference receiver
is connected at the UW using a 10 Mbps ethernet connection. The remote receiver
utilizes a 500 Kbps TCP/IP microwave bridge to Central Washington University.
The use of the Internet allows remote control and monitoring of the radar and also

prevents frequent trips to the remote receiver site.

B.4 Signal Processing

The signal processing of the radar data is relatively simple despite the large com-
putational burden. The initial processing is applied separately to the reference z(%)
and remote y(t) signal as is shown in Figure B.3. A block of received data has its
mean removed using an AR(1) model with a user selected correlation time. The
orthogonality of the I and Q channels is then corrected for the same model. The

covariance of the channels is estimated over the model correlation time and this is
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Figure B.3: Blocks of raw data from the receivers are corrected by removing the
mean and ensuring that the I and Q channels are orthogonal.
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Figure B.4: Each range of data is processed by forming the received sequence for a
given range offset, decimating to a desired signal bandwidth, evaluating the corre-
lation using the Fast Fourier Transform, and finally incoherently integrating.

used to compute a correction that makes I and Q orthogonal.

After the received data has been corrected it must be processed to form the cross
ambiguity function. Figure B.4 shows this process for a single range of data.

The reference and remote signals are combined and N; samples are coherently
averaged (decimated) to produce the detected signal Y X (¢). This signal is Fourier
transformed over a window length My and the power spectrum is computed. The
spectra from successive FFT's are combined for a given range by incoherent averag-

ing to reduce the variance of the estimate. The result of this process is the cross
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ambiguity function for a given range x [r]. Typically the radar repeats this process

for about 2000 ranges in order to examine a typical view volume.

B.5 Computational Systems

A significant portion of the Manastash Ridge Radar system consists of the compu-
tational systems that perform data acquisition, data transport, signal processing,
and data presentation. At the present time a large cost associated with the radar
is that of the computers used to aquire and manage data. It is likely that this will
remain the case in future passive radar systems because it is very easy to increase
the capability of these radars if more computational power is available.

The data acquisition is currently done using a single computer at each receiver
site. The data is stored directly to disk in a raw data format that facilitates stream-
ing data from the receiver without interruption. The amount of computational
power necessary at the receivers depends strongly on the the sophistication of the
passive radar design. With sufficient computational power receiver correction, data
compression, and even software receivers become possible.

After data has been acquired and transported to the University of Washington
a Linux based cluster computer is used to process the data. This system runs
the Linux operating system, uses a dedicated fast ethernet switch, and currently
has nine CPUs available for data processing and presentation. The system is not
powerful enough to process data in real time and current software limitations allow
processing at only about 1/60th real time.

Because of the limited bandwidth from the remote receiver site uncompressed
data can currently be delivered at 1/20th real time at best. By rewriting portions
of the data processing software it should be possible to process uncompress data
in 1/15th real time with the current cluster configuration. To progress beyond this

data compression, a faster data link, or a reduction in receiver bandwidth will be
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Table B.1: Useful software tools

Program Purpose
ACE + TAO C++ distributed object programming library
Apache web server
CVS source code version control system
CVS web web based CVS repository browsing
Xilinx Foundation FPGA Programming
Generic Mapping Tools data plotting
GCC C++ complier
Image Magick graphics conversion and formatting
Linux operating system for all radar components
Matlab data analysis and plotting
MPEG Encode mpeg movie production
NetCDF standard network data format
Perl scripting language
Protel Schematic capture, PCB layout, Mixed Simulation
SSH secure shell protocol
Tgif vector graphics and layout program
XNTP network time synchronization
necessary.

Approximately half of the total processing time is occupied by the production of
graphical output from the radar data. It should be possible to optimize this process
significantly, but future passive radar designs should take account of this overhead in
the design of their computational systems. It is also very useful to provide additional

computational power for post-processing analysis of the radar data.

B.6 Software Systems

During the development of the radar it became rapidly apparent that an extensive
set of software tools was necessary to automate the system. Table B.1 gives a list
of these tools and their primary use in the radar system. Almost all of the tools are
freely available with source code. The only exceptions to this are electronic design

tools for PCB layout, simulation, and FPGA programming. There are currently no
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good open source alternatives for these applications.

The Manastash Ridge Radar is controlled by approximately 25,000 lines of soft-
ware written in C, C++, and Perl. This software consists of low level device drivers,
routines for transporting, reading and writing data, signal processing code, utilities
for automatically creating images and animations from the radar data, and control
scripts to run the whole system.

The effort involved in developing the software was comparable to that of design-
ing and building the radar hardware. Figure B.5 shows the organization of software
components in the radar system. The software operates the radar by communicat-
ing over the Internet using TCP/IP and a custom protocol. In future incarnations

of the software a distributed object system such as CORBA will be used.
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Figure B.5: The software for the Manastash Ridge Radar is divided between the
receiver control computers and the radar operations server. Data processing and
output is done on a cluster computer under the control of Perl scripts. The network
time protocol and external web servers are not shown.
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